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Abstract—We present a novel method that robustly estimates the reflectance, even in an environment with dynamically changing light.

To control the appearance of an object by using a projector–camera system, an appropriate estimate of the object’s reflectance is vital

to the creation of an appropriate projection image. Most conventional estimation methods assume static light conditions; however, in

practice, the appearance is affected by both the reflectance and environmental light. In an environment with dynamically changing light,

conventional reflectance estimation methods require calibration every time the conditions change. In contrast, our method requires no

additional calibration because it simultaneously estimates both the reflectance and environmental light. Our method is based on the

concept of creating two different light conditions by switching the projection at a rate higher than that perceived by the human eye and

captures the images of a target object separately under each condition. The reflectance and environmental light are then

simultaneously estimated by using the pair of images acquired under these two conditions. We implemented a projector–camera

system that switches the projection on and off at 120 Hz. Experiments confirm the robustness of our method when changing the

environmental light. Further, our method can robustly estimate the reflectance under practical indoor lighting conditions.

Index Terms—Appearance manipulation, environmental light, projector–camera system, reflectance estimation, spatial augmented reality

Ç

1 INTRODUCTION

COLORS and textures are essential elements constituting
the appearance of objects. Recently, projection map-

ping technologies have advanced to a point where projec-
tors can control the colors and textures observed on the
surfaces of physical objects. They are used for entertainment
in amusement parks [1], museum events [2], gaming [3], [4],
and educational [5], and medical applications [6].

Many studies have addressed projector–camera systems
that are capable of interactively controlling a projection
with the changes in the object onto which an image is being
projected. For example, there are projection technologies
that can project light onto a static object with a complex
geometry [7], a face [8], and other deformable objects [9],
[10]. Some of these interactive systems first capture the

original colors and textures of the target objects and then
artificially change their appearance by overlaying a projec-
tion. In the present study, we focus on an interactive projec-
tion system with a color-replacing function that we refer to
as Appearance Control [11]. The system changes an object’s
appearance by considering its original reflectance proper-
ties. Even when the object moves or new objects appear, the
system creates projection images for appearance control by
estimating the reflectance of the target object(s). However,
the system does not consider dynamically changing envi-
ronmental light. When the environmental light changes, the
system cannot correctly estimate the reflectance unless pho-
tometric calibration is performed again.

Although it is possible to recalibrate the system whenever
the environmental light changes, this is an impractical
approach because the environmental light changes fre-
quently. For example, environmental light continuously
changeswhen there is a window, even indoors. There are also
various types of light equipment that can control the color
and illuminance. Moreover, it is almost impossible to create a
portable appearance control system with current algorithms.
In addition, this calibration is carried out by capturing images
of red, green, and blue projections on awhite plane. Clearly, it
would be impractical to repeatedly prepare a white plane for
calibration throughout the day. Therefore, appearance control
can never be completely practical unless it can be applied
under dynamically changing lighting conditions.
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In the present study, we develop a means to estimate the
reflectance robustly under dynamic environmental light for
appearance control with a projector–camera system. The basic
concept on which this study is based is shown in Fig. 1. With
ourmethod, a projector–camera system can estimate the origi-
nal appearance of a painting regardless of the environmental
light, while previousmethodswould be adversely affected by
changes in light. We created this method by improving on the
reflectance estimation method by Amano et al. [11]. Hence-
forth, in this paper, we will refer to the method devised by
Amano et al. [11] as “the previous method.” With our
improvement, the appearance control system can be applied
in both static and dynamically changing lighting conditions.
As a results, the system is capable of the following:

� The appearance control system can be utilized even
when both the reflectance and environmental light
are dynamically changing.

� Colors can be presented exactly as desired when the
color is inside the presentable range of a projector. The
previousmethod could only present relative colors.

� The system can continue to operate as expected with-
out additional calibration, even when the lighting
conditions change.

Wedescribe these contributions in greater detail in Section 5.

2 RELATED WORK

Nayar et al. [12] and Grossberg et al. [13] designed methods
of optical compensation for static situations. In these

studies, a projection onto a colored surface appeared as if it
were on a white screen. Grundhofer et al. [14] established a
method to reproduce high-contrast images in a projected
display by considering the properties of human vision.
Brown et al. [15] created a model based on the characteris-
tics of projectors and the object onto which an image was
being projected to control the brightness of the display pro-
duced by a multiprojector system. These techniques require
prior knowledge of the reflection characteristics of the target
objects. In other words, we cannot move the target object,
and the environmental light also needs to be constant.

By improving these techniques, Fujii et al. [16] designed
another optical compensation method that can be applied
when the target objects are moving. Tsukamoto et al. [17]
designed an optical compensation system based on a mul-
tiprojector–camera system. They considered the calculation
and communication cost and implemented a system to
which more cameras or projectors can easily be added.
Mihara et al. [18] designed a radiometric compensation
technique that is effective for projecting light onto steep
reflecting objects. These techniques can adjust the projec-
tion color even when the target objects and environmental
light are dynamically changing. Pjanic et al. [19] created a
system using a galvanoscopic laser projector (GLP) and
normal video projector, in which the GLP was used to
reproduce the colors that cannot be reproduced by the nor-
mal projector. The objective of all of these studies was to
enable the reproduction of the original colors of digital
content as they would appear when observed under white
light. Therefore, these systems relied on target images and
adjusted the colors of the reflected light to match those of
the target images. The appearance control system reprodu-
ces target images using a feedback mechanism. This is the
main difference between optical compensation techniques
and appearance control techniques, including that devised
in the present study.

In contrast to optical compensation, many studies have
attempted to control the appearance of a target object by
overlaying a projection based on the original appearance of
the target object. The fundamental technology of appearance
control is same as that of optical compensation. Appearance
control technology also controls the light projected onto a
real object at the pixel level. In the initial stages, projection
technology must acquire the appearance of an object in
advance and under white light. In other words, it can only be
used in static situations [20], [21]. To introduce a feedback
structure to appearance enhancement, Amano et al. [22] and
Bimber et al. [23], [24] designed a real-time appearance con-
trol algorithm that does not require an object’s original
appearance to be precaptured. By adapting control theory,
Amano et al. [11], [25] dynamically control the appearance
control that employed a model predictive control (MPC)
algorithm. Recently, some research has focused on the
manipulation of material perception by light projection [26],
[27]. In the present study, we devised a means of estimating
the reflectance for appearance control.

In this paper, we propose a method for estimating the
reflectance of a target object as required for appearance con-
trol with a projector–camera system. Previous studies that
have addressed appearance control as a means of manipulat-
ing the colors of objects required knowledge of the reflectance

Fig. 1. Estimated original appearance of a painting, as determined by our
system and the previous system under three lighting conditions: White
light, colored light, and low white light.
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of the object. Conventional methods can estimate the reflec-
tance of dynamic objects in real time; however, they assume
that the environmental light is constant. With ourmethod, an
appearance control system can be applied even when both
the reflectance and environmental light are dynamically
changing. Our preliminary trials suggest that our idea has
the potential to robustly estimate the reflectance in a dynamic
light environment [28]. In this study, we appended a more
generalized method to increase the number of potential
applications. Furthermore, we conducted experiments to
evaluate our methodwith a projector–camera system that we
implemented.

3 ROBUST REFLECTANCE ESTIMATION

In this section, we explain our method for estimating the
reflectance using a projector–camera system. First, we dis-
cuss estimation under static environmental light conditions,
as described by Amano et al. [11]. Second, we explain our
method that can robustly estimate the reflectance under
dynamic environmental light conditions. There are several
ways to implement a projector–camera system that is capa-
ble of implementing our method. Herein, we explain our
estimation method assuming the use of two cameras.
Finally, we explain the control theory employed in our sys-
tem to realize convergent projection.

3.1 Reflectance Estimation in a Static Light
Environment

Amano et al. [11] estimated the reflectance of each pixel as
well as the changes in the appearance of the objects’ surfa-
ces using a projector–camera system with a single projector
and single camera, as shown in Fig. 2. The light ipip from the
projector and the constant environmental light i0i0 are
reflected by the surfaces, for which the reflectance is K. The
light captured by the camera icic consists of the reflected light
of ipip and i0i0. This system regards icic as the same as the light
captured by a human eye. icic is expressed as follows:

icic ¼ Kðipip þ i0i0Þ: (1)

An image cc captured by the camera is expressed by the fol-
lowing model:

cc ¼ Kfðcfullcfull � c0c0Þ � ppþ c0c0g; (2)

where pp is the projected image, K is the reflectance of each
pixel, and cfullcfull and c0c0 are the captured images with the max-
imum and minimum power projections, respectively. �

means the element-wise multiplication. In (2), the color
space conversion process is omitted. When we display one
color with a projector and capture the projection with a cam-
era, the pixel values of the projection and captured images
are usually different. This is because each device has its
own color space. In order to treat these images with same
equation, their color spaces must match. To achieve this, we
utilize a color-conversion matrix to convert from one color
space to another. In photometric calibration, a projector
sequentially displays red, green, and blue images on a white
plane, and a camera captures the projection. With three pro-
jection images and three captured images, we can calculate
the color-conversion matrix between the projector and the
camera. We assume that the geometric and photometric cal-
ibration between a camera and a projector has already been
completed. We do not attempt to incorporate geometrical
and color conversion into the equations at this point. In (2),
the only unknown parameter is K. Therefore, K can be esti-
mated as K̂ using

K̂ ¼ diag½c:=fðcfullcfull � c0c0Þ � ppþ c0c0g�; (3)

where := is the element-wise division.
The original appearance of a target object cestcest, i.e., the

appearance under white light, can be estimated on the
basis of the reflectance K̂ and a projected white image
cwhitecwhite ¼ ð1; 1; 1ÞT

cestcest ¼ K̂cwhitecwhite: (4)

After the original appearance cestcest is estimated, a reference
image rr is created by adding some effects, such as color sat-
uration enhancement or color phase shifting, to cestcest. Then,
the system calculates the difference between the reference
image rr and current appearance cc in order to create a nega-
tive-feedback loop.

3.2 Reflectance Estimation in a Dynamic Light
Environment

To estimate the reflectance in a dynamic light environment,
it is necessary to simultaneously estimate both the reflec-
tance and environmental light. Our concept involves the
creation of two different light conditions that alternate very
quickly such that they are not be perceived by the human
eye. Images of objects under each light condition are cap-
tured. The idea of embedding different images within con-
secutive projection frames has been proposed in many
spatial augmented reality studies [29], [30], [31]. The light
conditions i1i1 and i2i2 are respectively expressed as

i1i1 ¼ Kðip1ip1 þ i0i0 þ ififÞ; (5)

i2i2 ¼ Kðip2ip2 þ i0i0 þ ififÞ; (6)

where K 2 R3�3 is the reflectance of each pixel, ip1ip1; ip2ip2 2 R3

is the light from the projector, i0i0 2 R3 is the environmental
light when the system is calibrated, and ifif 2 R3 is the varia-
tion in the environmental light from i0i0. ipip; i0i0, and ifif are
reflected from the objects’ surfaces, and the camera captures
the reflected light. By switching ip1ip1 and ip2ip2 at a high speed,
the human eye perceives the combination of ip1ip1 and ip2ip2 as

Fig. 2. Appearance control method by Amano et al. [11].
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the projected light. When two colors are switched faster
than the critical flicker frequency (CFF), the human eye per-
ceives the average color of the two [32], [33]. By creating
two light conditions by switching the projection, we can
capture two types of reflected light, which an observer can-
not perceive.

We added a new parameter—“environmental light
ff”—to (3) to represent the captured images of i1i1 and i2i2 on
the basis of (5) and (6). In the following, we assume that the
geometric relationship between the camera and the projec-
tor is already known and that the camera pixels correspond
to the projector pixels on a one-to-one basis. In addition, if
both ip1ip1 and ip2ip2 are chromatic, we must consider the mixture
of the colors, which makes the problem complex. We set
ip2ip2 ¼ ð0; 0; 0ÞT to avoid this complexity, such that we only
have to consider the brightness. The captured images of i1i1
and i2i2 are expressed as

c1c1 ¼ Kfðcfullcfull � c0c0Þ � ppþ c0c0 þ ffg; (7)

c2c2 ¼ Kðc0c0 þ ffÞ; (8)

where c1c1 and c2c2 are the captured images of i1i1 and i2i2, respec-
tively. From (7) and (8), the reflectance K can be estimated
by considering the change in the environmental light
according to

K̂ ¼ diag½ðc1c1 � c2c2Þ:=fðcfullcfull � c0c0Þ � ppg�: (9)

In addition, the environmental light f̂̂f and reflectanceK can
be simultaneously estimated using (8) and (9)

f̂̂f ¼ K̂�1c2c2 � c0c0: (10)

3.3 Separation of Environmental Light Using Two
Cameras

When the projector–camera system consists of a single camera
and single projector, the reflectance can be estimated using
(9). However, when the system incorporates two cameras, we
must also consider their geometrical relationship and color
spaces. In this section, we explain our method of reflectance
estimation using two cameras thatmatches the geometric rela-
tionship and color spaces between two cameras. The light
paths and processing flow are shown in Fig. 3.

First, we explain how we match the geometrical relation-
ship between the devices. The viewpoints of the cameras
cannot be the same unless the cameras and projectors are

coaxial. Therefore, we need to convert the two different
viewpoints to a single viewpoint. We refer to one camera as
the “main camera” and the other as the “subcamera,” and
we convert the viewpoint of the subcamera to that of the
main camera. The geometric relationships between each
pixel of the “main camera and projector” and each pixel of
the “subcamera and projector” are determined by gray code
pattern projection [34]. Using these two relationships, we
can calculate the relationship between each pixel of the
main camera and each pixel of the subcamera, while
the viewpoint of the images can be converted from that of
the subcamera to that of the main camera.

The system is also required to apply a color-conversion
matrix to match the color spaces of the devices. Each device
has its own color space, with captured or projected images
being represented within that color space. To represent all
of the images in the same color space, the color-conversion
matrix must be applied to those images. We convert the
color space of the subcamera to that of the main camera
using the following equation:

cscs
0 ¼ Mmscscs; (11)

where cscs is the image captured by the subcamera, and cscs
0

is the image captured by the subcamera, which is con-
verted to the color space of the main camera. The image
captured by the subcamera cscs is converted to and repre-
sented in the color space of the main camera Mmscscs.
Mms is the color-conversion matrix that converts the
color space of the subcamera to that of the main camera.
We already have the color-conversion matrix between
the main camera and the projector and that between the
subcamera and the projector, as determined by photo-
metric calibration. With these two matrices, we can eas-
ily calculate a color-conversion matrix between the main
camera and the subcamera. When considering the color
conversion from the subcamera to the main camera, we
can rewrite (7) and (8) as

cmcm ¼ Kfðcmfullcmfull � cm0cm0Þ�ppþ cm0cm0 þ ffg; (12)

Mmscscs ¼ KðMmscs0cs0 þMmsf
0f 0Þ; (13)

where cmcm is the image captured by the main camera. cmfullcmfull is
the image captured by the main camera with maximum
power projection. cm0cm0 and cs0cs0 are the images captured by
the main camera and subcamera with minimum power pro-
jection, respectively. f 0f 0 is the environmental light repre-
sented in the color space of the subcamera. We assure that
ff ¼ Mmsf

0f 0. All of the elements of (12) are represented in the
color space of the main camera, while the elements in (13)
are converted to the color space of the main camera through
the application of the color-conversion matrix Mms. From
(12) and (13), the reflectanceK can be estimated as

K̂ ¼ ð cmcm �MmscscsÞ:=fðcmfullcmfull � cm0cm0Þ�ppg: (14)

The environmental light ff can also be estimated using (13)
and (14) in the same way as when only one camera is used

f̂̂f ¼ K̂�1Mmscscs �Mmscs0cs0: (15)

Fig. 3. Our appearance control method using two cameras.
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Furthermore, if the subcamera is calibrated and we can
assume that the color spaces of the main and subcameras
are identical, (14) and (15) become the same as (9) and (10),
respectively.

3.4 Model Predictive Control

Model Predictive Control (MPC) is a process control theory
that was developed in the late 1980s. Dynamic adapta-
tion [16] can be regarded as an MPC method. However, it
cannot be easily applied to appearance control because it
was designed to adjust the brightness of a projection onto a
surface. Amano et al. [11] designed an appearance control
system that calculates the reference trajectory and modeling
errors using a negative-feedback loop. By applying MPC,
the quality and robustness of their system are improved. In
the present study, we used the MPC algorithm devised by
Amano et al. [11].

To apply the MPC algorithm, we used the following pro-
jector response model

cMcMðtþ 1Þ ¼ K̂fðcfullcfull � c0c0Þ � ppðtþ 1Þ þ c0c0 þ ffðtþ 1Þg;
(16)

where ppðtÞ and ccðtÞ 2 ð½0; 1�; ½0; 1�; ½0; 1�Þ are the normalized
projection pattern and image captured at step t. We created
the projection response model defined in (16) by adding
environmental light ff to the model developed by Amano
et al. [11]. This model is used to determine the projection
required to attain convergence. Thus, this model must con-
tain the projection pp. In the MPC process, we only focus on
the images captured by the main camera (c1c1 in Section 3.2 or
cmcm in Section 3.3), as indicated by cMcM . The image prediction
cpcpðtÞ 2 R3 that contains the model error eeðtÞ 2 R3 is
expressed as

cpcpðtþ 1Þ ¼ cMcMðtþ 1Þ þ eeðtÞ; (17)

where

eeðtÞ ¼ ccðtÞ � cMcMðtÞ; (18)

and the reference trajectory is

cRcRðtþ 1Þ ¼ accðtÞ þ ð1� aÞrrðtþ 1Þ; (19)

where a is tuning parameter and rrðtÞ is a reference image
that is created based on an estimated original appearance.
From (16), (19), and the control law cpcpðtþ 1Þ ¼ cRcRðtþ 1Þ, we
can acquire the manipulation value

ppðtþ 1Þ
¼ K̂ðtÞ�1ð1� aÞfrrðtþ 1Þ � rrðtÞ:=ðccfull � cc0Þ
þ K̂ðtÞ�1K̂ðt� 1Þfc0c0 þ ffðtÞg � c0c0 � ffðtþ 1Þ
� K̂ðtÞ�1ð1� aÞfrrðtþ 1Þ � ccðtÞg:=ðcfullcfull � c0c0Þ þ ppðtÞ:

(20)

Although we added the environmental light ff , it is elimi-
nated in (20). Therefore, the system can predict the projec-
tion ppwithout any influence from the environmental light.

4 EVALUATION

In this section, we present our experiments to demonstrate
that our method can robustly estimate the reflectance as the
environmental light changes. First, we explain how we
implemented the system. Then, we explain the experiments
that we used to evaluate our method.

4.1 Implementation

In this section, we explain how we implemented the projec-
tor–camera system used in our experiments. First, we
explain the two ways in which we capture images that are
alternately projected from a high-speed projector. Second,
we explain how we simulated the image captured by the
human eye.

4.1.1 System Implementation

To apply our reflectance estimation method, it is necessary
to capture two different images that are alternately pro-
jected by a high-speed projector. There are two ways in
which this can be achieved: 1) using two cameras, a projec-
tor, and liquid-crystal shutter filters (LCSFs) that are syn-
chronized with the projector and 2) synchronizing a camera
with the projector. We implemented both systems to con-
firm that they can both capture two projections separately.
In this section, we explain how these systems were
implemented.

First, we will explain how we implemented the projec-
tor–camera system with two cameras. The system consists
of two cameras, a three-dimensional (3D) projector, and a
liquid-crystal shutter filter. Fig. 4 shows the system struc-
ture and light paths. LCSFs are commonly used in 3D
glasses, which allow us to watch 3D digital content. The
LCSFs synchronize with a 3D projector, which alternately
projects two different images at 120 Hz. There are two types
of LCSFs, each allowing only one image to pass while block-
ing the other image. In our system, we attached the filters to
the cameras to capture images under the two different light-
ing conditions. In particular, the 3D projector alternately
projects images for appearance control and a black image
(almost no projection). The LCSF that cuts off the images for
appearance control is attached to the subcamera. With this
filter installed, the subcamera only captures the reflected
environmental light. The other LCSF is attached to the main
camera, which captures the reflected projected light. We
will explain this in greater detail in the next section.

Fig. 4. System structure and light from a projector and the environment.
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To synchronize the camera and a projector, we also used
a 3D projector and LCSFs to obtain the timings at which the
projection switches. This synchronization is illustrated in
Fig. 5. The 3D projector and 3D glasses are synchronized;
the 3D glasses open/close in response to a command from
the projector. Thus, we can acquire information about the
projection timing by obtaining the signal from the 3D
glasses. An Arduino microcomputer receives a signal from
the 3D glasses and then sends it to a computer over a USB
connection. Then, the computer sends a trigger to the cam-
era at the timing at which the projection switches. The 3D
projection is switched at a frequency of 120 Hz. Thus, after
obtaining several timings, the camera can capture both pro-
jections by simply maintaining the framerate at 120 Hz.
Fig. 7 shows the images captured with each implementa-
tion. With a 120 Hz projector, we alternately projected two
types of images, and a camera (or two cameras) separately
captured the projected images. We confirmed that both
implementations are effective for capturing projections sep-
arately. In our experiments, we used a projector–camera
system that consists of two cameras and one projector. This
is because it is necessary to consider the geometry and color
conversion between two cameras, which is not necessary in
the implementation of one camera and one projector. The
conversion may cause errors in the estimate of the reflec-
tance. Thus, we select this implementation to ensure both
implementations are effective for estimating the reflectance.

Fig. 6 shows our system and a target area. The cameras
are located close to the projector such that a large space
can be used as the target area. We used the planar surface
of a board placed in front of the system with a sheet of
white paper attached to it to act as the target area. We
assumed that the target surface is a Lambertian surface.
Therefore, we used an inkjet printer to print a defined tar-
get object on the paper. We installed the projector parallel
to the floor, while the board was perpendicular to the pro-
jector’s optical axis.

The equipment was as follows: Allied Vision PIKE (main
camera), Allied Vision Guppy PRO (subcamera), EPSON EH-
TW5200 (3D projector), MacBook Pro (computer equipped
with an Intel Core i7 2.7 GHz CPU). We used C++ with the
OpenCV andOpenGL libraries to implement the system.

4.1.2 Effects of Filters on the Captured Images

The images captured by the cameras with the LCSFs are
darker than those captured without the LCSFs because the
filters open/close. We attached an LCSF to both the subca-
mera and main camera. This was because we wanted to
make the conditions under which the images were captured
by the two cameras as similar as possible.

Amano et al. [11] assumed that the light captured by a
camera is the same as that captured by the human eye.
However, we cannot make this assumption. Each camera in
our system captures light that has passed through an LCSF.
Therefore, the light captured by the cameras is not that
same as that captured by the human eye. The light captured
by the main camera, subcamera, and human eye is shown
in Fig. 8. We estimate the light to human eyes by caculating
captured images of main and subcameras. The image seen
by a human chch can be represented by following equation:

ĉĥch ¼ 1

2
ðcmcm þMmscscsÞ: (21)

Therefore, we need to consider the brightness at any given
instant. The images captured by the main camera and

Fig. 5. Synchronization process between a camera and a projector.
Fig. 7. Images captured by each implementation. The images in the first
row are captured by the camera synchronized to the projector. The
images in the second row are captured by the camera through LCSFs
synchronized to the projector. (a) Images captured with a slow shutter
speed. The two images overlap. (b1),(b2) Images captured at the appro-
priate timing with a high shutter speed. The two images are separated.

Fig. 6. System overview. (a) Projector and two cameras with filters. (b)
Projected surface. Fig. 8. Light captured by the main camera, subcamera, and human eye.
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subcamera are added together. This means that the result of
adding the two images contains light from two units of time.
Therefore, in the algorithm, we divided the sum by two to
attain an amount ĉĥch that would be the same as that captured
by the human eye. This estimate of chch is also necessary for the
implementationwith one projector and one camera.

4.1.3 Controlling the Environmental Light

To test the robustness of our system, we needed a means of
controlling the environmental light striking a target surface.
To achieve this, we added another projector to simulate the
environmental light in the experiment. Using this extra pro-
jector, we could project light with various colors and bright-
nesses. In Experiment 1, we used the extra projector to
control the brightness of the light, while in Experiment 2,
we used it to control the color saturation.

4.2 Experiment 1: Brightness

The goal of this experiment was to confirm that our method
can robustly estimate the reflectance when the brightness of
the environmental light changes. In addition, we estimated
the reflectance using the previous method, which does not
account for changes in the environmental light. This was
done so that we could compare the results, which would
confirm that our method produces superior results to those
obtained with the previous method.

We measured the illuminance in our laboratory with a
luminometer (Shinwa Rules, 78604 EYE HEALTH) at fixed
intervals and reproduced the illuminance by using a projec-
tor. The brightnesses of the environmental light in the morn-
ing, afternoon, and evening were 750, 1,000, and 500 lx,
respectively. We tested whether our method and the previ-
ous method could estimate the reflectance under simulated

environmental light produced by the other projector. Prior
to applying our method, we calibrated the system at 750 lx,
which is the brightness of the environmental light in the
morning. Prior to applying the previous method, we cali-
brated the previous system using white light with bright-
nesses of 500, 750, and 1,000 lx. After calibration, we
adjusted the brightness of the environmental light to 50,
500, 750, and 1,000 lx. We compared the estimated reflectan-
ces obtained using our method and the previous method. In
addition, we also created a brightness histogram for
comparison.

Figs. 9a and 9b show images of the estimated original
appearance under white light. Fig. 9c shows a histogram of
the brightness. Each color in the histogram corresponds to
each color of the frame surrounding the images. The images
in the first row were evaluated using our method after it
had been calibrated using 750-lx environmental light. The
images in the second, third, and fourth rows were estimated
using the previous method after it had been calibrated at
500, 750, and 1,000 lx, respectively. The results obtained
with our method remain constant even as the brightness of
the environmental light increases. However, with the previ-
ous method, the results increase as the brightness of the
environmental light increases. This can also be determined
from the histograms. There are four histograms for the
graphs shown in the second, third, and fourth rows, while
there is only one histogram for the entire first row. Every
histogram in the second, third, and fourth rows is different
because the results are affected by the amount of environ-
mental light. However, when using our method, the histo-
gram remains constant. On the basis of these results, we can
say that our method can robustly estimate the reflectance
despite changes in the brightness of the environmental light,
unlike the previous method.

Fig. 9. Results of Experiment 1. (a) Combination of four slices from each estimated result. From the left, the estimated result at 50, 500, 750, and
1,000 lx, respectively. (b) Estimated original color under conditions with varying environmental light. (c) Brightness histograms for each image. Each
color of the histogram corresponds to the color of the frame. The brightness values of these images are multiplied by 1.5.
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4.3 Experiment 2: Color Saturation

The goal of this experiment was to confirm that our method
is capable of robustly estimating the reflectance when the
color saturation of the environmental light changes. We also
estimated the reflectance using the previous method in the
same way as in Experiment 1.

In practice, the color of the environmental light is often
orange, such as sunlight at dusk or the light from an incan-
descent lamp. Therefore, for this experiment, we chose to
use an orange light to simulate the environmental light.
After photometric calibration under white environmental
light, we changed the color of the environmental light to
orange with a hue of 36 degree using another projector. We
then compared the results estimated with our method and
the previous method for a range of saturations of colored
environmental light.

Fig. 10 shows the results of this experiment. The upper
images (ia1–ia4) were obtained using our method, while the
lower images (ib1–ib4) were estimated using the previous
method. ia1 and ib1 were estimated under 0 percent color
saturation, ia2 and ib2 under 20 percent, ia3 and ib3 under
60 percent, and ia4 and ib4 under 100 percent. Although the

results obtained with the previous method assumed an
orange color as the color saturation increased, the results
obtained with our method remained constant.

We converted the color space of all of the estimated results
from red, green, and blue (RGB) to Lab and calculated the
mean value of a* and b* for each image. Using these values,
we calculated the distance for each image on the a*b* plane. In
particular, we calculated the distance between the image esti-
mated using our method under calibrated light (ia1) and the
other images that were estimated using our method under
colored environmental light. The same calculation was also
applied to the images estimated by the previous method.
Fig. 11 shows a graph of the calculated distances. Although
the values obtained with the previous method are larger
when the color saturation is higher, the value obtained with
our method remains constant at around 1. This result demon-
strates that, relative to the previous method, our method can
robustly estimate the reflectance when the color saturation of
the environmental light changes.

4.4 Experiment 3: Reflectance Estimation for a
Complex Environmental Light Pattern

The goal of this experiment was to confirm that our method
can robustly estimate the reflectance of various objects for a
range of environmental light levels while comparing it with
the previous method. We prepared three objects as targets
and four images with different levels of environmental
light, which are shown in Fig. 13. We estimated the reflec-
tance for every combination using our method and the pre-
vious method. For this experiment, we changed the
subcamera to a Point Grey Flea 2 camera. The estimated
results are shown in Fig. 12. In addition, we calculated the
difference between the corresponding pixel values of the
estimated and captured images under white illumination,
and we created box plots in RGB individually. We per-
formed an one-sided t-test between the data for each box
plot (99 percent confidence interval). The results of the t-test
are also shown in Fig. 12.

Fig. 10. Results of Experiment 2. (a) Combination of four slices from each estimated result. From the left, estimated result under environmental light
with 0, 20, 60, 100 percent color saturation, respectively. (b) Estimation results for the original appearance under orange-colored environmental light.
ia1–ia4 are estimated by our method, and ib1–ib4 are estimated by the previous method. The brightness values of these images are multiplied by 1.5.

Fig. 11. Distance between the mean value of the estimated result
obtained under calibrated light and the result obtained under colored
light on the a*b* plane. The red line indicates the results obtained with
the previous method [11], while the blue line shows the results obtained
with our method.
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4.5 Experiment 4: Accuracy of the Controlled
Results

In this section, we compare the reference images and
controlled results obtained with the system to determine
whether our system can accurately change the appear-
ance of an object from the original appearance to the tar-
get appearance. We used the same objects as those used
in Experiment 3 but presented them in monochrome.
The reference images and controlled-appearance images
are shown in Fig. 14. We created a heat map of the dif-
ference images for each RGB pair to better visualize the
results. In addition, we calculated the mean squared
error (MSE) of each difference image. For (a) and (b), the
two images are almost completely the same. We can
determine this both visually and from the very low

MSEs for every channel. However, for (c), some areas in
the controlled-appearance image retain their colors
slightly. This can be also be determined from the heat
maps. In the heat map for the blue channel of (c), we
can observe at least four such areas, while the MSE was
the highest for this experiment.

4.6 Experiment 5: Controlled Results

In this section, we present the controlled appearance pro-
duced by our projector–camera system. We used two types
of projectors: a 3LCD projector (EPSON EH-TW5200) and a
1-chip DLP projector (BENQ TH671ST). The controlled
results for four effects are shown in Figs. 16 and 17. The
four effects are 1) color saturation enhancement, 2) color
phase shift (two directions), 3) monochrome effect, and 4)
texture reduction.

We also tested the control of the appearance of objects that
have specular reflection characteristics.We scanned an X-rite
color checker and printed the captured images on two types
of glossy paper (FUJIFILM Photo paper WPA420PRM and
FUJIFILM Photo paper Ultra Gloss WPA412PRO). The esti-
mated results are shown in Fig. 15. Although the positions of
the camera and projector play significant roles, the system
can estimate their reflectance. The cameras were not placed
at positions that can capture the specular component of the
projected light. Thus, the system can estimate the reflectance.
However, when we illuminated the surface with a flashlight,
black and bright spots appear on the estimated images.
These are caused by the specular components of the light

Fig. 12. Results of Experiment 3. (a), (b), and (c) show the estimated results of different objects. The left images in each pair are the results estimated
by our method, and the right images are those estimated by the previous method. **: p value < 0:01.

Fig. 13. Target objects and environmental light patterns used in Experiment
3. (a) Images of three objects captured under white illumination. (b) Four
environmental light patterns.
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from the flashlight. The positions on the objects at which the
specular components appear differ depending on the camera
positions. Given that we used two cameras, two spots appear
on the images.

5 DISCUSSION

The results of Experiment 1 imply that our system is capa-
ble of robustly estimating the reflectance even when the
brightness of the environmental light changes from 50 to
1,000 lx. The recommended illuminance for a drafting
space in an office or an operating room in a hospital is usu-
ally no more than 1,000 lx [35]. Therefore, when our system
is applied indoors, it operates as expected. However, the
illuminance outdoors often reaches 100,000 lx at noon.
Under this type of illumination, we would not expect our
system to be capable of estimating the reflectance. This is
because the camera cannot capture the light coming from
the projector in such a bright environment. Similarly, the
human eye cannot see the projected light in the presence
of strong sunlight. Thus, even if our system was able to
estimate the reflectance, it would not be possible to project

images that would be visible when using a projector. Once
the illuminance falls below 1,000 lx at dusk, our system
can be applied outdoors. Therefore, we believe that our
system’s acceptable illuminance range is sufficiently broad
for application to typical situations.

Given the results of Experiment 2, we conclude that
our system can be used in an environment with colored
light. The color of indoor light is not always white. For
example, incandescent lamps often give off an orange
hue. In addition, it is very easy to acquire equipment
that can be used to control the color of indoor lights.
Generally, the color saturation of indoor light is not very
high. Even when the color saturation is high, we would
not expect light equipment to irradiate colored light with
100 percent color saturation in the hue, saturation, and
value (HSV) color space. In addition, in Experiment 2,
we only performed a test with orange environmental
light, but our system could theoretically be applied to an

Fig. 14. Reference images and controlled results. The difference
between each pair consisting of a reference image and a controlled
result image is visualized as heat map. They are divided into RGB
channels.

Fig. 15. Estimated results printed on (a) glossy paper (FUJIFILM Photo
paper WPA420PRM) and (b) ultraglossy paper (FUJIFILM Photo paper
Ultra Gloss WPA412PRO). The upper results are estimated under white
indirect illumination, and the lower results are estimated under direct
illumination.

Fig. 16. Controlled appearance with the system using a 3LCD projector: (a) Original appearance, (b) color saturation enhancement, (c) color phase
shift +, (d) color phase shift –, (e) monochrome effect, and (f) texture reduction. The brightness values of images (b)–(f) are multiplied by 2.0.
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environment with light of any color. Therefore, we feel
that the acceptable color range of our system is also suf-
ficiently broad for practical use.

On the basis of the results of Experiment 3, we can state
that our method can robustly estimate the reflectance even
when the environmental light has complex brightness,
color, and texture patterns. However, if we focus on each
channel of the results, the previous method incurred smaller
errors in some cases. For example, in the first result on the
right in Fig. 12a, the environmental light pattern is mostly
blue. Therefore, the results obtained with the previous
method have larger errors than those incurred by our
method for the blue channel. However, for the green chan-
nel, the results obtained with the previous method have
smaller errors than those obtained with our new method.
We believe that our method incurs a greater continuous
error than the previous method. The calculations required
by our method are more complex than those of the previous
method, and we also use two cameras, both of which incur
errors. In addition, in the box plots shown in Fig. 12c, the
results obtained with the two methods appear very similar.
We believe that this is a result of the color checker having
very deep colors, such that its surface does not strongly
reflect the environmental light patterns. In this case, the esti-
mated results are not greatly affected by the environmental
light patterns. However, when we visually compare the
results obtained with the two methods, we can easily iden-
tify some edge patterns and uneven brightness or color
areas in the results obtained with the previous method. This
effect is barely visible in our box plots, which is a major
improvement over the previous method.

On the basis of the results of Experiment 4, we conclude
that our system can accurately control the appearance of
objects relative to the reference images. In Figs. (a) and (b),
the MSEs for every result are very low. However, in
Fig. 14c, there are some areas that have errors. We believe
that they are caused by the specifications of the projector. In

the heat map for the blue channel in (c), the original colors
of the areas with larger errors are deep yellow and orange.
The projector must project strong blue illumination onto
these areas to make them monochrome. However, in this
experimental setup, the projector cannot produce suffi-
ciently bright blue illumination. Thus, we believe that our
estimation and control processes are not the source of the
errors. Rather, the errors are incurred by the lack of projec-
tor power.

In Experiment 5, we demonstrated the possibility of
controlling the appearance of three objects with two projec-
tors—namely, 3LCD and 1-chip DLP projectors. We think
that our method can be applied irrespective of the type of
projector. In addition, the controlled and estimated results
for printed paper with strong specular reflection character-
istics were also shown. These results show that our system
can estimate the reflectance and control the appearance of
objects having specular reflection. However, there are
some limitations. First, the positions of the cameras and
projector are limited. If the camera captures the specular
reflection of the projection, the system cannot estimate the
reflectance of that area. Additionally, the system cannot
estimate the reflectance or control the appearance when
the projected area is directly illuminated. In this case, the
position and direction of the direct illumination also play a
significant role, but the system loses control of that area
when the cameras capture the specular reflection. In our
experimental setup, we used two cameras, such that the
positions of the specular reflection in the projected area dif-
fered between them. This is because there are two points
(black and white) in the estimated results shown in Fig. 15.
Although this is one of the limitations of our method, the
information may be useful for other purposes such as esti-
mation of the light source position. By using the positions
of the specular reflection on the projected surface and the
camera positions, we can estimate the position of the
source of direct illumination.

Fig. 17. Controlled appearance with the system using a DLP projector: (a) Original appearance, (b) color saturation enhancement, (c) color phase
shift +, (d) color phase shift –, (e) monochrome effect, and (f) texture reduction. The brightness values of images (b)–(f) are multiplied by 2.0.
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5.1 Contributions

The contributions of this work are 1) robust reflectance esti-
mation despite dynamic changes in environmental light, 2)
absolute color reproduction, and 3) calibration-less opera-
tion. In this section, we explain these contributions in
greater detail.

Our first contribution is robust reflectance estimation
despite dynamic changes in the environmental light. Our
method can estimate the reflectance of a target object even
when both the reflectance and environmental light are
dynamically changing. For example, if we were to attach
the system to a moving object, they would both be dynamic.
Projectors are becoming smaller, and many studies have
considered the attachment of a projector to a user’s body
[36] or vehicle such as a bicycle [37]. In addition, given its
robust ability to estimate the reflectance, our method can
overcome the effects of the variation in the environmental
light. Of course, it can not only handle changes in the overall
environmental light of a room but also handle spatial
changes in the environmental light, as would occur with
spotlights. In Fig. 18, the system eliminates the effect of the
red spotlight, maintaining the monochrome appearance of
the painting. It is also possible to change the color of spotted
light while the colors of objects are controlled to be differ-
ent. We think we can create a new user experience with our
system. Additionally, when the projected area is large, the
environmental light is not always spatially uniform because
of the layout of the lighting equipment or the presence of a
highly directional light source. Even in this situation, our
method can handle the variation in the environmental light,
such that the projected area appears as if it is under uniform
environmental light.

Second, our method can reproduce absolute color. The
human eye captures light that is reflected from objects and
thus perceives colors. Thus, colors are determined by the
reflectance and incident light. Even if a projector projects a
given quality of light onto the same object, the reflected
light will vary depending on the environmental light.
Therefore, we need to know both the reflectance and level
of the environmental light if we are to be able to reproduce
absolute colors. Our system estimates both the reflectance
and environmental light. The incident light consists of both
environmental and projected light. Using this information,
the desired colors can be reproduced without special light-
ing. This would be useful for designing tasks or the simu-
lation of an appearance. For example, when we need to
design a poster, we can try other colors after printing.
Additionally, our system can simulate an appearance in an

environment with various colors of light, irrespective of
the lighting conditions.

Finally, our method allows an appearance control system
to be operated without the need for calibration. The appear-
ance control system based on the previous method requires
photometric calibration to be performed whenever there is
a change in the environmental light. This is because the pre-
vious method focused only on short-term use and assumed
that the environmental light would be constant. With our
method, the appearance control system can be used over
the long term without any additional calibration. Given the
above, we believe that the appearance control system could
be used as an intelligent light source capable of supporting
human vision. Applications could include changing the
color of letters that are difficult to read or making the colors
of a faded photograph vivid. When used as an intelligent
light source, we would expect users to keep the system
turned on, in which case recalibration would be trouble-
some. Therefore, given that our method allows an appear-
ance control system to operate without the need for
calibration, it would make a major contribution to the use of
the system as an intelligent light source.

5.2 Limitations

Our experiments revealed the limitations of the new system.
First, when the colors of objects are dark or deep, the system
sometimes cannot accurately control their appearance. This
is a function of the color of the surface and the environmen-
tal light [38]. When the surface color is very dark, the light
emitted by the projector is barely reflected by the surface.
Thus, very powerful projection is required to give the
appearance of many colors. However, with our method, the
full power of the projector cannot be used because of
switching during projection. Thus, the maximum brightness
of the projector is halved. Because of this limitation, there
are differences between the reference image and the con-
trolled result, as shown in Fig. 14c. Therefore, fewer colors
can be presented relative to projectors that do not switch
the projection on and off.

Second, when we wanted to apply compensation for a
colored spotlight, we found that our system is basically
capable of doing so. However, the spotlight only became
dimmer, with the color still visible in some parts of the tar-
get object. We believe that this is a function of the color
space conversion between the main camera and subcamera.
The system multiplies every pixel of the images captured
by the subcamera by the matrixMms. Thus, color space con-
version is applied equally even if the cameras fail to capture
the scene uniformly, as in the case of vignetting.

In our implementation, the projector switches on/off at
120 Hz. The difference in the brightness between these two
projected images is very large. This may lead to flicker per-
ception for some observers. We prepared two projector–
camera systems to examine the issue of flicker perception.
One system switched the projection on/off at 120 Hz, while
the other system did not. We placed the same printed
objects in front of each system and used the system to con-
trol the appearances of the objects. We showed these con-
trolled-appearance objects to participants and asked them
to inform us if they felt that there were any differences
between them. We performed this experiment using four

Fig. 18. Appearance control with the canceling of additional light. Our
system can make the colored area appear monochromatic. (a) Instant at
which a red spotlight illuminates the object surface and (b) after the sys-
tem compensates to eliminate the red light.
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participants, all of whom noted slight flickering. We con-
juncture two reasons for this flickering perception in our
experimental setup. The first reason is that the projection
onto the white surface switches to bright white and black.
As shown in Fig. 6b, we take a broader target area compared
to the object area. In our algorithm, the system does not
track the object, but it focuses on controlling the colors of
each pixel. The target area except the object area is illumi-
nated by white light if the surface is white. We regard the
color of the background as white, and, in our algorithm, a
nontarget region will be illuminated by white light. The dif-
ference in the two brightnesses of the flickering area is one
of the reasons for flicker perception [39], [40]. The difference
in the brightnesses between two projected images of the
area becomes larger than that of the object area. In addition,
there is greater perception of flicker when the size of the
white projection area is larger [41]. We conjuncture that this
unnecessary white illumination leads to flicker perception.
Though it is a subjective evaluation, we feel that flicker per-
ception is reduced by limiting the projection area. Thus, we
think that flicker perception can be reduced by tracking
objects and limiting the projection region. It is also possible
to solve this problem by projecting at a sufficiently high
framerate at which humans cannot perceive flicker. Davis
et al. [42] found that humans perceive flicker even at a
frequency of 500 Hz if the projected images include high-
frequency spatial edges, while we only projected at 120 Hz.
We conjuncture that this leads to the perception of flicker-
ing. There are studies employing high-speed projector–cam-
era systems [43]. They succeeded in preventing flicker
perception with these systems. Thus, by employing a pro-
jection system whose framerate is higher than 500 Hz, we
may prevent flicker perception.

In our current implementation, we do not consider the
temporal flickering of light sources. Our cameras in the
implementation with LCSFs have a longer shutter speed for
capturing the projected area temporally and uniformly.
However, depending on the frequencies of the light sources,
the flickering of the light sources appears in the captured
images. In this case, the system cannot robustly estimate the
reflectance in the presence of the external light. One way to
solve this problem is to implement a system with devices
having a higher framerate. By implementing high-speed
devices, the cameras capture both the bright and dark
moments of the environmental light. By a statistical process,
the system can omit the captured images without environ-
mental light.

6 CONCLUSION AND FUTURE WORK

In the present study, we devised a method for robustly esti-
mating an object’s reflectance despite dynamic changes in
the environmental light as a basic technology for application
to appearance control using a projector–camera system.
Any such system requires the simultaneous estimation of
both the reflectance and environmental light level. Our con-
cept is based on the creation of two different light condi-
tions, and images of the same scene are captured under
these two conditions. To evaluate our method, it was imple-
mented with a projector with a frame rate of 120 Hz,
two cameras, and LCSFs. The results of the experiments

confirmed that our system can robustly estimate when the
brightness and color of the environmental light change. We
believe that the results of these experiments show that the
system’s resilience to brightness and color saturation is suf-
ficient to allow its incorporation into indoor applications.
The contributions of this study are 1) broadening the light-
ing conditions in which appearance control can be applied,
2) enabling the absolute presentation of colors, and 3) allow-
ing appearance control to be implemented without the need
for calibration. We also identified some limitations of our
system. In situations in which the reflectance is very low,
reflectance estimation become unstable. In addition, our
system cannot compensate for the effect of environmental
light in some areas because of the color space conversion
between the two cameras.

In our future work, we intend to apply the system to 3D
objects. Our system projects a gray code pattern onto a pla-
nar surface and creates a look-up table of each pixel for the
cameras and projector to enable geometric calibration.
Therefore, it should be possible to apply this system to a 3D
object applying this calibration by projecting a gray code
pattern directly onto the 3D object. However, the relation-
ship between the pixels is lost when the 3D object moves,
even at the pixel level. Thus, the currently implemented sys-
tem will lose control as a result of the parallax effect
between the cameras and the projector. This problem can be
overcome by creating a projector–camera system in which
the optical axes of the projector and camera are the
same [44]. With a coaxial projector–camera system, the cam-
era can ignore any specular reflection except in the center
area. The projector radially projects light, and the camera is
at an optically identical position to that of the projector.
Thus, even if a target object has specular reflection charac-
teristics, the specular reflection component is not returned
to the camera, except for that part of the object that is per-
pendicular to the camera. This means that our appearance
control method can also be applied to a non-Lambertian
surface with a coaxial projector–camera system. In addition,
we intend to make the system high-speed. As we mentioned
in Limitations section, a projector–camera system with high-
framerate devices can reduce the perception of flickering of
projected area, and it can also be applied to environmental
light that has temporal flickering. We expect that our system
with a coaxial and high-speed implementation provides a
much wider range of applications.
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