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a) Input video b) Automatic acquisition of 
the 2D trajectory and 3D 
posture of up to two hands 

c) Manual authoring to 
reconstruct a 3D trajectory d) Augmented Reality Tutorial

Figure 1: The author chooses the input video (a). TutAR extracts relevant hand motion from the video, estimates the hand
posture and creates an animation (b). With an authoring tool, the author can reconstruct a 3D hand trajectory relative to the
human body (c). The animation of the 3D hand will be displayed on the registered place and plays synchronously with the
motion in the video on an OST-HMD (d).

ABSTRACT
WithAugmented Reality (AR) onOptical See-ThroughHead-Mount-
ed Displays (OST-HMD), users can observe the real world and com-
puter graphics at the same time. In this work, we present the design
and implementation of TutAR, a pipeline that semi-automatically
creates AR tutorials of 2D RGB videos with hands-only procedures
such as cardiopulmonary resuscitation (CPR). TutAR extracts rel-
evant 3D hand motion from the input video. The derived hand
motion will be displayed as an animated 3D hand relative to the
human body and plays synchronously with the motion in the video
on an OST-HMD.
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1 INTRODUCTION
Augmented Reality (AR) extends the real environment with virtual
objects. An AR application has to consider virtual elements rela-
tive to real-world objects which makes creating AR applications
often a complex task. Creating AR applications is hard. It requires
mastering the technical components of an AR system. Especially
creating life-like animations for hands that t the user’s real hands
is often a time-consuming and challenging task. The author needs
to have in-depth knowledge of 3D modeling tools while being able
to master the technical components of an often complex AR sys-
tem. Therefore, creating AR applications is often done by specially
skilled people only.
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Videos for many procedures are readily available and easy to pro-
duce. Especially, a large amount of videos tutorials exist in crowd-
sourced databases providing a large amount of already authored
movements. However, it can be challenging to follow instructions
from video tutorials precisely. Theymust infer 3Dmovement, speed,
and velocity only from 2D video cues. Also, the appearance of ob-
jects in the video may dier from the real world, making it dicult
to identify matching landmarks. The user’s view and the view from
the video might be dierent which exacerbate the problem.

In this work, we focus on videos that convey hand motion. To
make this information available to 3D AR, we introduce TutAR,
a system which is capable of automatically transferring videos of
hand procedures into 3D AR applications using minimal user input.
As demonstrated in Figure 1, TutAR extracts a 3D hand model and
its movements from 2D videos, and it displays the 3D information
registered to real-world objects by using an OST-HMD.

2 RELATEDWORK
Automatic approaches to generate AR applications go back to
the pioneering work of Feiner et. al [3] from 1993. They describe
Knowledge-based Augmented Reality for Maintenance Assistance
(KARMA), a prototype of a scripting-based AR system for main-
taining laser printer based on a see-through HMD.

A popular approach consists of overlaying video material on the
user’s view. Some works, including [4, 8], merely overlay a 2D RGB
video of a reference performance directly onto the user’s view on
the AR display. Overlaying the original video has the advantage of
showing unaltered content. This approach also does not require a
lot of authoring. However, by just overlaying a 2D video, the user
will not be able to have a free choice of the viewpoint limiting its
practical value.

Another approach consists of generating AR applications out of
two-dimensional technical documentation. Mohr et al. [5] describe
a system to automatically compute a diagram’s layout and create an
animation of its explosion. It integrates the animation instructions
into a real-world environment. However, these approaches only
work with the straight movement for removing parts from a CAD
model.

For AR applications which require more complex movement, mo-
tion capturing was used. Chi et al.[2] create instructions for gestural
commands from complex motion captured data. The instructions
are displayed in 2D for eective communication. However, their
system does not display 3D instructions in AR.

Our approach is inspired by the work of Mohr et al. [6]. How-
ever, while their system creates AR tutorials showing tools with
surface contact from 2D RGB videos, TutAR creates tutorials of
hand movements from RGB video tutorials.

3 SYSTEM OVERVIEW
Figure 2 illustrates the pipeline of our proposed solution. Automated
steps are colored blue, whereas steps which require user input are
colored red. We are aiming to automate as many steps as possible.
However, we rely on input from the user to register the AR tutorial
to the real world object. While authoring, the user divides the video
tutorial rst into segments, each describing a single task. In each
segment, TutAR acquires motion of up to two human hands. For

Estimation 
of the 
hand 

posture

Authoring

Runtime

Video tutorial

Extraction of
 2D hand trajectories

Estimation of the 
hand posture

Playing video in sync 
with the animation

Animation of the 
hand

Reconstruction of a 
3D trajectory

AR tutorial

Figure 2: The pipeline of TutAR. Automated steps are col-
ored blue, whereas steps which require author input are col-
ored red.

acquiring hand motion, we are using OpenPose [1, 9, 10], a library
for body keypoint detection allowing acquiring the position for
21 keypoints for each hand in image space. Subsequently, we use
Hand3D [11] to retrieve the 3D hand posture. Finally, the user
registers the extracted 3D hand motion to the real object (Figure 1
(c)). However, just extracting 2D hand motion in a video in image
space is not enough to create a useful 3D AR application. Also, it is
dicult to estimate the pose of an object in 3D space in a 2D image
with an unknown environment. Thus, an authoring tool is needed.

Since we are focussing on tutorials for medical education which
are using hands as the main tool on the human body, the authoring
tool involves around creating a 3D trajectory relative to the human
body. An authoring tool in which the author is asked to place the
hand relative to the manikin is shown in Figure 1 c. The left part
displays the left hand (green) and the right hand (red) on top of a
manikin. On the right is a frame of the input video. After adjusting
the hands of interest, the author can add the pose of the hands of
the current frame as a keyframe. The author can add new keyframes
when the position of the hand should be corrected. Between each
keyframe, the pose will be interpolated.

Our prototype creates AR tutorials of 3D hand motion for the
Microsoft HoloLens. We have built an example application based
on a video of a medical training procedure. Our application renders
the extracted 3D hands relative to a medical manikin to train a
reanimation procedure.

4 EVALUATION
Our system is able to present the original video and the extracted
3D hand motion in sync. However, it is not clear which data to use
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Assessed for eligiblity (n=16)

Randomized

Group 1 (n=9)
Five minute of training 
by watching hand 
motion instructions for 
CC.

90 seconds of CC with 
current knowledge

Group 2 (n=7)
Five minute of training 
by watching a tutorial 
video for CC on the 
HoloLens.

Analyzed (n=9) Analyzed (n=7)

Figure 3: Flow chart of design and recruitment of partici-
pants.

at which point in time. Therefore, we have conducted an initial
test to compare the learning eectiveness of watching a video vs.
watching merely an AR animation. We also aimed to observe users
in performing an AR guided task. We assessed the performance
dierence of cardiopulmonary resuscitation (CPR), particular the
chest compression (CC) with the use of TutAR to a video.

Two crucial parameters of the CPR are the frequency at which
the compressions are performed and the compression depth of the
chest. The optimal CC has a frequency of 100 to 120 compressions
per minute with a depth of 5 to 6 cm [7].

Figure 3 shows a owchart of the procedure. Because of technical
errors, the participants could have not been divided equally between
both groups. The 16 participants were randomized into two groups:
group 1 used the tutorial created by TutAR where they could only
see the created AR animation. Group 2 saw a looped muted tutorial
video for CC. The input video used for TutAR was the same as
the video group 2 was watching. Both groups used the Microsoft
HoloLens as an OST-HMD.

Overall, dierences between group 1 and 2 were not signicantly
dierent for compressions with correct rate . While we could not
prove that an AR animation is outperforming a video for compres-
sions with correct depth either, we could make some interesting
observations. Due to the small eld of view (FoV) of the HoloLens,
many participants noted that they could not see the augmented
hands well without moving their head too far away from the chest.
We expect that an OST-HMD with a bigger FoV would greatly
improve the learning performance for this use case.

Also, some addressed a problem of depth perception because the
augmented hands showed no impact on the chest of the manikin.
We hypothesize that CPR does not benet from a stereoscopic AR
animation as a guide, because the user is looking at the augmenta-
tion from above which leads to a diculty of perceiving the depth
of the compression.

Further investigations are needed for evaluation and to see if ben-
ets translate to an improvement in outcome, especially learning
eciency. We hypothesize that displaying both, the AR animation
and the video in sync might be benecial which will be conducted
in a future user study.

5 CONCLUSIONS AND FUTUREWORK
TutAR is, according to our best knowledge, the rst system for
creating semi-automatically AR tutorials out of two-dimensional
RGB videos for hand procedures. An example with CPR has been
shown and examined in a user study. Our approach profoundly
dierentiates from existing work. We can reconstruct a 2D hand
trajectory including the 3D hand posture. With additional author
input, a 3D trajectory can be reconstructed.

In a future user study, we want to evaluate the learning perfor-
mance of a revised prototype based on the lessons learned from our
initial test. In the future, we want to extend the system to handle
other types of video tutorials. For example, allowing to track the
motion of whole human bodies or other types of tools.
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