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Figure 1: In the ultimate AR system, perception of physical properties, such as material and object
density, can be changed as desired.

ABSTRACT
By means of augmented reality (AR) systems it has become
increasingly easy to manipulate our perception of real ob-
jects. In this position paper we review existing work that
changes physical property perception, and propose methods
for changing perceived object density during haptic interac-
tion. Our goal is to modulate the sound emitted by an object
when touched. We hypothesize that augmented sound can
make people think that an object is hollow or solid regard-
less of its actual object density. We describe an experiment
to validate this hypothesis. Participants tap a hollow or
solid cube and are asked to determine if it is hollow or solid,
based on the multimodal feedback.

This research is a first step towards an AR system that can
alter multimodal perception of object physical properties,
and open doors for related research.
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•Human-centered computing→Mixed / augmented
reality;
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1. INTRODUCTION
A large number of applications in AR to date focus on

realistic visual rendering of virtual objects, and changing
how real objects are visually perceived. Comparable work
in other modalities is relatively lacking. Achieving consis-
tent realism in other modalities, e.g. touch [2], sound [10],
smell and taste [7], is still challenging as augmenting a new
virtual object into the environment often requires additional
hardware (e.g. haptic machinery) and physics simulation.
But if an existing object is used, often we can achieve our
goal by only manipulating the object’s physical properties
instead of creating a new object. Figure 1(a,b) shows a vi-
sual manipulation of an object’s material, and (d) auditory
manipulation of an object’s density. Depending on the ap-
plication, only perception of some properties of the object
need to be changed, e.g. hardness, color, density, to appear
realistic. The ultimate goal of this research is the creation of
an AR system that can change perception of object physical
properties, in order to simulate desired material and object-
density.



With the increased accessibility of 3D printing, studies
aimed towards perception of physical properties can con-
tribute to using 3D printed objects as ‘templates’. Percep-
tion of more and more physical properties of these template
objects could be altered as desired. In this position paper
we review existing work aimed at changing physical prop-
erty perception and evaluate what is missing to reach the
ultimate goal. Finally, we propose a research plan to study
object density perception.

2. RELATED WORK
We review previous work on modifying perception of phys-

ical properties of rigid objects. The ultimate AR system
could ideally alter perception of all physical characteristics
of objects, however characteristics that humans cannot per-
ceive without instruments are of far less interest. We are
concerned with perception of physical properties that play
a role when haptically interacting with objects. In partic-
ular, we focus on stiffness, mass (weight), roughness and
hardness.

2.1 Stiffness
Stiffness is the ability of an object to resist deformation

in response to force. It is perceived by multiple sensory sys-
tems, in particular audition and tacticion. DiFranco et al.
[2] explore the influence of sound on the haptic perception of
stiffness in a virtual environment. They use a haptic device
to simulate feedback from a surface with varying stiffness.
Upon contact with the surfaces, impact sounds are gener-
ated. They found that audio cues affected the stiffness per-
ception, even when the haptic feedback remained the same.
Hachisu et al. [3] created a haptic device that, upon im-
pacting a real object, adds or subtracts vibrations to the
resulting surface vibration. They found that this changed
the perceived stiffness of the material and created the illu-
sion that the real object was made of a different material.

2.2 Weight
The ‘Size-Weight illusion’ is a famous illusion of perceived

weight [1]. It states that when holding objects of the same
weight but different size, the bigger object is perceived to be
lighter than expected. R-V Dynamics [4] created an illusion
that changes weight perception of a real object. They super-
imposed computer-generated imagery (CGI) representing in-
ertial force of movable objects in an AR environment. They
found that with CGI of moving (dynamic) volumes, objects
are perceived to be lighter. Visual stimuli can also affect
perceived vibrotactile intensity [9]. Vibrations are perceived
‘lighter’ when visual cues suggest a larger or heavier ob-
ject. These works suggest that discrepant perceived weight
accompanying a change in perceived density could be coun-
tered with visual stimuli.
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2.3 Surface roughness
Kagimoto et al. [6] analyze the perceived ‘roughness’ of

a real surface with visual and audio stimuli. They super-
impose a material on a surface, and play augmented audio
stimuli when the user touches the surface. They found that
when two objects have identical roughness, visual and au-
dio stimulation can change perception of haptic roughness
between the two. In this research, the roughness of the phys-
ical object remains the same and thus visual and auditory
cues could be utilized to make the user perceive a rougher
or less rough surface.

2.4 Hardness
Perception of hardness is not only a tactile experience but

can also be influenced by visual stimulation [5]. In SoftAR
[8] the haptic experience of softness is influenced by visual
stimulation of the surface that is interacted with. Deforma-
tion of the surface of an object is experienced haptically, but
also visually. This knowledge is used to project an exagger-
ated deformed image onto a surface on touch, to simulate
increased softness. This technique can be used when simu-
lating material that is softer than the physical material (e.g.
perceiving wood or plastic to be styrofoam).

3. PROPOSED RESEARCH
From the previous section we notice a lack in the literature

of object density perception. We propose a research plan on
changing perceived object density.

3.1 Problem
Density is a material property that represents mass per

unit volume. We define object density as mass per apparent
object volume, i.e. a hollow object has a lower object den-
sity than a solid object of the same apparent volume. Ob-
ject density is perceived by integration of multimodal cues.
Applying a force impulse (e.g. tapping the object, scratch-
ing the object) causes the object to vibrate. This can be
an indicator for density by means of haptic feedback. Less
dense objects vibrate more powerfully because there is less
mass to displace. These vibrations are perceived not only
haptically, but also aurally. Based on this, we hypothesize
that augmenting interaction sound feedback can change the
perception of object density.

This research focuses on how to manipulate perceived ob-
ject density. We approach this problem by augmenting the
sound heard when tapping on an object (see Figure 2). We
further investigate what effect discrepant audio feedback has
when discriminating between a hollow and a solid object by
asking the following research questions:

RQ 1 How does auditory feedback influence our multimodal
perception of object density?

RQ 2 Can we achieve a different perception of object den-
sity (solid or hollow) by modifying auditory feedback during
tapping, but keeping the object’s physical properties fixed?

3.2 Methodology
We investigate three possible methods to augment real

contact sound to simulate object density (Figure 3). In all
cases there is an offline phase. The methods are evaluated
by their expected performance, realism and implementation
difficulty.



Figure 2: Our approach to modify perceived object
density. Haptic interaction with a solid cube pro-
duces sound. (1) The cube is perceived as being
solid. (2) The sound is modified so that the cube is
perceived as hollow.

3.2.1 Pre-record audio samples
The simplest way to simulate object density with aug-

mented contact audio is to play back the pre-recorded audio
samples. In the offline phase, sound emitted by tapping a
hollow and solid cube is recorded. At run-time, when the
target object is touched the user hears the recorded sound.
Sounds are cued by a Wizard of Oz style presentation where
the supervisor initiates the playback.

Although this method is easiest to implement, we expect
that audio will not have a high level of realism, because of
variable force used when tapping and temporal discrepancies
between moment of impact and audio sample being played.

3.2.2 Morph captured interaction sound
The second approach is to modify pre-recorded audio sam-

ples to captured impact duration and velocity. The prepara-
tion phase is the same as for the first method: record tapping
and scratching sounds coming from interaction with cubes.
A microphone captures vibrations that occur in the object
when there is haptic interaction. Based on frequency analy-
sis of the input, sound is morphed to more closely resemble
the desired sound.

This method presents a good trade-off between implemen-
tation difficulty, run-time performance and realism. We ex-
pect it to perform better than playback of pre-recorded au-
dio samples.

3.2.3 Deep learning of interaction audio/video
We plan to develop a deep learning algorithm that takes a

video sequence as input and can predict corresponding sound
features with a trained neural network. The sound features
are then matched to a database of impact sounds features,
and the best matches are stitched together and played back
to the user.

We expect this method to be difficult to implement, but
yield realistic results and easier to generalize to different
interactions with objects.

3.3 Experiment
We propose a psychophysical experiment to evaluate the

following hypotheses:

Hypothesis 1 With varying object density and matching

Figure 3: Schema of three methods that augment
contact sounds: (1) Pre-record audio, (2) Morph
real audio, and (3) Deep learning of interaction A/V.
Every method has an offline and an online phase.

(real) sound, object density will be determined correctly (i.e.,
correctness will not significantly differ from 100%).

Hypothesis 2 With varying object density and fixed neu-
tral sound (white noise), object density has to be guessed
(i.e., correctness will not significantly differ from 50%).

Hypothesis 3 With fixed object density and varying (pre-
recorded) sounds, object density will be determined based on
the sound, independent of the actual density.

The platform to be used will consist of real 3D printed
cubes of solid and hollow density firmly attached to the sur-
face of a desk. There is no visual indication that the cubes
are any different. A piezoelectric microphone is attached
to the side of the cube, and the user wears external sound
damping headphones. The dependent variable is Perceived
density and can be either hollow or solid. Independent vari-
ables are Cube density (hollow or solid) that is changed
throughout every iteration of the experiment, and Inter-
action audio which can be real sound, fixed sound (static
noise), augmented hollow sound or augmented solid sound.

Procedure

A cube of variable density is placed in a holder on a table
surface. Participants sit in front of the cube and can see it
throughout the experiment. Participants are asked to only
tap the cube on the top side, with their index finger. They
are asked to decide whether the cube is hollow or solid, and
until they do they can tap as many times as desired. Af-
ter the participant decides this, the cube is changed with a
cube with different object density (solid or hollow). Partici-
pants will not hear or see this exchange. In a first condition,
verifying Hypothesis 1, participants hear real sound emitted
by the cube. In a second condition, verifying Hypothesis
2, participants wear headphones that also cancel external
sounds and hear fixed audio (static noise). In a third condi-
tion, verifying Hypothesis 3, participants wear headphones



and hear augmented contact sound generated by our system.
The augmented sound resembles either hollow or solid audio,
and varies throughout every iteration of the procedure.

4. CONCLUSION
In this position paper we discussed an AR system that

can manipulate perceived object physical properties. Three
methods are proposed to simulate object density by aug-
menting interaction audio.

We expect that the findings of this research give insight
into the effect of audio cues on our multimodal perception
of object density of real objects. Furthermore the methods
described can be used to simulate density of real objects, to
an extent. 3D printed objects can be perceived as having
a desired range of densities, without having to change the
actual model or material, saving both time and material
costs. Furthermore, this research contributes towards the
ultimate goal of changing perception of physical properties
to simulate all possible real objects.

Finally, for future work we introduce visual cues of object
density to the AR system. We then explore the effect of
augmented interaction sound on users’ ability to discrimi-
nate between hollow and solid objects.
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