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Abstract—With increasing complexity of system maintenance
there is an increased need for efficient tutorials that support easy
understanding of the individual steps and efficient visualization
at the operation site. This can be achieved through augmented
reality, where users observe computer generated 3D content
that is spatially consistent with their surroundings. However,
generating such tutorials is a tedious process, as they have to be
prepared from scratch in a time consuming process. An intuitive
interface that allows users to easily place annotations and models
could help reduce the complexity of this task. In this paper, we
discuss the design of an interface for efficient creation of 3D
aligned annotations on a handheld device. We also show how our
method could improve the collaboration between a local user and
a remote expert in a remote support scenario.

Index Terms—Training, Handheld Augmented Reality, Aug-
mented Reality, Remote Assistance, Interaction, Annotation

I. INTRODUCTION

With the increasing complexity and short life cycle of
devices the use of printed explanations for their manufacturing,
evaluation, and maintenance is becoming less and less viable.
As an alternative, interactive guidelines can be used to provide
step-by-step support. While it is relatively easy to generate
such tutorials for digital devices, such as hand-held devices,
their usability may be suboptimal because the user’s view
does not coincide with that of the presented explanation [12].
Augmented Reality (AR) can help address this problem by
presenting virtual content that is accurately aligned with the
surroundings [1]. By presenting a step-by-step tutorial in AR it
is possible to reduce the mental demand, the number of errors,
and consequently the time it takes to perform a task [13].

Creating such tutorials presents a big hurdle to their wide
application in the industry and private households. Currently,
all tutorials are prepared by hand, which requires an expert,
as well as an accurate model of the device that will be
processed. The expert then has to prepare easy-to-understand
visualizations that are aligned with the model by hand. This
has to be repeated for every step of the process, before
deploying it to the user. As one can imagine, it is a very
time-consuming and expensive process.

In this paper, we present our ongoing research to simplify
and reduce the time that is required to create such tutorials.
Our motivation stems from the large number of tutorial videos
that are available online, for example on YouTube. Hereby, an

expert is performing maintenance of a device. A user, who
is watching this video, can then follow it step by step. We
imagine that the expert could use the same process to create
a tutorial that will be shared with the user by, for example,
placing annotations that outline the next steps onto the device
while maintaining it. Such in-situ editing has been used in [4]
to let users create interactive AR games.

We believe that handheld devices can be efficiently used
during the authoring process. Handheld devices have been
used as an authoring tool in the past [7], [8]. They are
widely available and are equipped with a variety of sensors,
ranging from cameras to inertial measurement sensors that
can be used to provide information about the devices state.
A major challenge is how to efficiently place 3D content with
a handheld device. As the device itself only presents a 2D
interface, it is necessary to design methods that enable simple
and efficient placement of annotations into the scene.

Users could adjust the pose of virtual objects with real and
virtual buttons [2], [5]. However, this is a very cumbersome
task. To simplify this process, Jung et al. [6] use single and
multitouch gestures instead of buttons to position objects.
Henrysson et al. [5] have also suggested that instead of
using only gestures, a combination with the device movement
could lead to superior results. Marzo et al. [9] combined
the advantages of gesture manipulation and device movement
methods to improve the speed at which users can place models.

Some methods take advantage of the device’s sensors and
the features of the environment, to estimate surfaces and pre-
align models according to the surface’s normal [11]. How-
ever, such methods greatly depend on the accuracy of the
reconstructed surface, are affected by noise, or cannot recover
a suitable surface in complicated environments. Furthermore,
this alignment may not correspond to the user’s intention, and
would require further adjustment.

In this paper, we present SlidAR, a method that allows users
to efficiently place annotations into a scene. While in [5] the
device movement was used as input for positioning of the
virtual content, we use it primarily as a means to control the
viewpoint, and adjust the position of the content with gestures
on the display. We describe SlidAR+, an extension of SlidAR
that lets users augment the scene not only with annotations,
but also with 3D models. Finally, we discuss how our methods



Fig. 1. Example of a user placing an annotation with SlidAR. (A) The user places the label "Do not detach" onto the blue cable. (b) After shifting the user’s
viewpoint, the label appears misplaced. (c) The user can adjust the position of the label by sliding it along the ray it was seen at from the previous position.
(Figure taken from [15])

(a) (b) (c)

Fig. 2. We evaluated two scenarios, (a) an easy scenario where participants placed labels at 8 sparsely distributed locations (yellow circles) and (b) a difficult
scenario that contained 8 densely placed target locations (yellow circles) and 4 distractors (red squares). (c) A user is placing a label in the easy scenario.

can also be applied to enhance real-time remote collaboration
between multiple users.

II. ANNOTATION PLACEMENT

The simplest way to provide guidance, is to present labels
over the corresponding objects. One major concern when
placing annotations into the scene, is how to properly position
them. While it is possible to automatically align the anno-
tations with the user’s view, users must adjust 3 degrees of
freedom (DoFs), namely the translation along the x, y, and z
axes. Controlling all 3 DoFs is difficult and time-consuming.
It may even lead to confusion, if the object behaves different
from what the user expects because the systems coordinate
system does not properly align with his current view. Our
method separates this process, into an initialization phase that
determines 2DoFs, and an alignment phase where the user only
has to adjust 1 DoF. We call this method SlidAR and show
the process in Fig. 1. During the initialization phase, the user
can create an annotation and selects where it should appear
from his current viewpoint. The annotation is initialized at a
fixed distance along the ray cast from the pixel selected on

the handheld display. After this step, the view is identical to
what users would observe in a classic guideline. As the user
shifts his viewpoint he will notice a misalignment of the label
with the intended position. When the user wants to adjust the
label’s position, he sees a red line that represents the ray that
the label was placed upon. Now, he can slide the label along
this ray to the intended position.

We conducted a study, where we compared SlidAR with
HoldAR that was introduced by Henrysson et al. [5]. HoldAR
is a device movement based annotation technique. After initial-
izing the annotation at a desired location, the user can perform
a tap-and-hold gesture to fix the position of the label relative
to the camera. Now, the user can adjust the label placement by
moving the handheld device. To help users better understand
where the model is in space, the label is casting a shadow
directly below it onto the ground plane, and a red line connects
the shadow and the label. Both SlidAR and HoldAR have to
track the device’s movement to allow placement, adjustment,
and accurate presentation of the augmentations. We track the
device’s position through Simultaneous Localization and Map-



ping (SLAM). SLAM algorithms predict the camera motion by
tracking how features shift between consecutive frames [17].
By generating a map of keyframes, these algorithms can also
recover from tracking failure by matching the current frame to
the collected keyframes. To keep the experiment conditions the
same, we used the same pre-generated feature maps for both
methods, and disabled the generation of new feature points.

For our study, we recruited 23 graduate students (16 male
and 7 female; mean age 29±5 years; age range 22 to 41; mean
height, 167.5±12.8 cm), and asked them to place labels on top
of Lego blocks placed at pre-defined positions with SlidAR
and HoldAR. We evaluated the performance of the methods
in an easy and a difficult scenario, as shown in Fig. 2. In the
easy scenario (Fig. 2a) the environment contained 8 sparsely
distributed Lego blocks and participants had to place a label on
top of each block. In the difficult scenario (Fig. 2b), the 8 target
locations were placed closely to each other. Additionally, we
placed 4 distractor Lego blocks between the target locations.

We compare the methods based on the performance time,
the magnitude of the misalignment with the intended posi-
tion, and the average amount of device movement needed
for this task. We found that SlidAR was significantly faster
than HoldAR (F (1, 22) = 28.08, p < .001, p.e.s. = 0.56),
and required less device movement (F (1, 22) = 31.47, p <
.001, p.e.s. = 0.59) for both scenarios. Participants also
reported that SlidAR was easier to use and to understand
than HoldAR. We have presented a detailed description of
the conducted experiment and its results in [14].

III. MODEL PLACEMENT

One major limitation of the current system is that it allows
users to only place labels, which are less expressive than 3D
models. Placing 3D models however, requires the user to be
able to easily manipulate 7 DoFs (3 rotation, 3 translation,
1 scale), while the current system only supports the manipu-
lation of the translation. Our current research focuses on the
development of intuitive ways to place and adjust the rotation
and scale of models. The main speed-up of SlidAR compared
to previous methods is the constraint of the DoFs the user
has to manipulate. By constraining the DoFs users have to
manipulate during the rotational alignment we similarly expect
a simplification of the alignment process. This will lead to
an improved accuracy and reduce the time required for this
process.

SLAM based systems initialize their coordinate system
relative to the initial pose of the device, which results in a
random orientation of the virtual content when it is placed
into the scene. However, most man-made structures in our
surroundings have either horizontal or vertical surfaces. In
most cases, it is therefore sufficient to align the model parallel
or perpendicular to the gravity vector. In the ideal case,
after the pre-alignment the user will have to manipulate to
only 1 rotational DoF. Most state-of-the-art head-mounted
and hand-held devices are equipped with gyroscope sensors
that provide the gravity direction at any given moment. We
exploit this to automatically align the virtual content users

place into the scene, independent of the orientation of the
tracking component’s coordinate system. An example of a user
placing and adjusting the orientation of a 3D model with our
system is shown in Fig. 3. In some cases, users may want to
orient the model neither horizontally, nor vertically. To allow
users to control all 3 rotational DoF, we implemented two-
finger twist gesture to perform rotation around the z-axis (Z-
Rot) [9] and ARCBALL [16] vertical slide gesture for y-axis
rotation. Both of these functions rotate the object based on
the current perspective. Furthermore, users can scale the object
with a simple pinch gesture. We refer to SlidAR extended with
capabilities to control all 7 DoF as SlidAR+.

We compare SlidAR+ with Hybrid, a state-of-the-art method
that was shown to perform better than a device-movement
method like HoldAR. Hybrid was introduced by Marzo et
al. [9] and combines device-movement and screen-based ma-
nipulation. Hybrid, takes advantage of the user’s capability to
rapidly move the device to adjust the position, and fine control
on the display to control the rotation.

Our preliminary experiments show that our method per-
forms faster and requires less device movement than Hybrid
for placing and orienting models in the scene, when these
are aligned with, or perpendicular to the gravity direction.
Our next goal is to perform a formal study where we also
investigate how SLidAR+ performs for scenarios where the
intended orientation is independent of the gravity direction.

IV. REMOTE COLLABORATION

The techniques presented in this paper can also be applied
to support remote collaboration. A common scenario is a
remote expert who helps a local user interpret the information
provided by various sensors and to perform the correct steps
during maintenance. In the past years, several applications for
handheld devices [3] as well as head-mounted displays [10]
have become more common. To facilitate efficient collabora-
tion it is necessary to enable the remote partners to efficiently
exchange information. This information should be also placed
into the world as 3D objects, to ensure that the perceived
guidance is not affected by a shift in the user’s viewpoint.

We believe that SlidAR and SlidAR+ can be applied in
this scenario to facilitate easy placement and adjustment of
annotations for AR guidance on hand-held and head-mounted
displays. By sharing the local user’s view (the image captured
by the camera of the handheld device, or the head-mounted
display), the remote user can place labels and models that
match the current viewpoint of the local user. After the local
user shifts his viewpoint, these annotations are likely to appear
at an incorrect depth. As the remote user will become aware of
this, he can use SlidAR or SlidAR+ to adjust the positioning
of these annotations. When using SlidAR+ to pre-align the
orientation of the models, the system can take advantage
of the local sensors to place it correctly in the local user’s
environment.

While there are a number of methods that allow to present
and visualize annotations between remote users, such as pro-
jector based systems, using our approach presents a series of
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Fig. 3. Example of a user placing a 3D model into the scene. (a) After selecting the desired model, (b) the user positions it in the scene with SlidAR. (c)
By swiping on the display the user can rotate the model around the gravity vector.

benefits. For one we do not require sophisticated devices and
extended setup procedures. There is no need, to ensure that the
remote environment matches that of the local user, as we do
not share the 3D model between the users. All communication
is based on the images and only the virtual content is placed
in a 3D context. The remote user, can thus see the same
augmented view as the local user. As the users share the same
view, the remote user can easily spot potential errors, which
helps align the mental states of the users. This also removes the
need to track the remote user’s viewpoint, as all augmentation
is based on the local user’s view.

Our system can also be used to allow the local user to share
annotations and labels with the remote user. For example, a
local user who uses a head-mounted display, can use SlidAR
and SlidAR+ to place labels and models on a handheld device,
or to adjust the pose of already placed models. By synchro-
nizing the pose of the devices, these models would be visible
to the remote user as well. Such two-way manipulation could
further support the communication and assist the collaboration.
In the future, we plan to conduct a formal study to evaluate
how SlidAR and SlidAR+ affect remote collaboration.

V. CONCLUSIONS

In this paper we present two methods for placement of
labels and models for intuitive generation of tutorials for AR
maintenance. Our systems reduce the mental demand and time
required to create the tutorials be reducing the number of
DoFs users have to control to correctly place and align the
augmentations. In the ideal case, our system will allow users
to place models into the scene, by manipulating only 3 DoFs
(1 translational, 1 rotational, and 1 scale). Further studies
are necessary to inspect how well the orientation adjustment
performs in the case where our assumption does not hold.

One major drawback of SlidAR and SlidAR+ is that both
methods require very accurate initial placement of the model
on the display, as this direction is used to adjust the position of
the label. One of our future goals is to enable users to adjust
erroneous initialization placements. For example, users could
freeze frames to adjust the position of the label on the display.

We believe our system to be applicable not only for in-
situ authoring, but also remote collaboration. Because the
remote expert observes the same view as the local user, he
can, therefore, easily detect and correct misalignments or
incorrect placements. In the future, we plan to conduct a
formal user study that compares SlidAR and SlidAR+ with
existing methods in the remote collaboration scenario.
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