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DEFINITION:  
1. UNDETECTABLE MODIFICATION OF USER’S PERCEPTION 
2. GOAL: SEAMLESS BLEND OF REAL AND VIRTUAL WORLD 
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TRUE AR: WHY?
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There have been a number of shape displays based on pin 
architecture. The FEELEX project [14] was one of the early 
attempts to design combined shapes and computer graphics 
displays that can be explored by touch. FEELEX consisted 
of several mechanical pistons actuated by motors and cov-
ered by a soft silicon surface. The images were projected 
onto its surface and synchronized with the movement of the 
pistons, creating simple shapes.  

Lumen [32] is a low resolution, 13 by 13-pixel, bit-map 
display where each pixel can also physically move up and 
down (Figure 4). The resulting display can present both 2D 
graphic images and moving physical shapes that can be 
observed, touched, and felt with the hands. The 2D position 
sensor built into the surface of Lumen allows users to input 
commands and manipulate shapes with their hands. 

Other related project are PopUp and Glowbits devices [18, 
33]. PopUp consists of an array of rods that can be moved 
up and down using shape memory alloy actuators. The 
PopUp, however, does not have a visual and interactive 
component. Glowbits by Daniel Hirschmann (Figure 3) is a 
2D array of rods with attached LEDs; the motorized rods 
can move up and down and LEDs can change their colors. 

Discussion 
We have overviews a number of reasons why actuation can 
be used in user interfaces. We summarize them in Table 1. 

 

Applications Examples 

Aesthetics Automata, ambient displays, 
shape displays 

Information 
communication 

Ambient displays, haptic 
displays, shape displays 

Mechanical work Robots 

Controls—data 
consistency 

Actuated tangibles 

People-to-people 
communication 

Haptic displays 

Table 1: Applications of actuation in user interfaces 

 

Most of the actual devices potentially span more then one 
application area and it seems that there is a lot of room for 
innovation and using some of the actuated interfaces in new 
application areas. For examples, robots could  be used for 
information communication and ambient displays could be 
used for people-to-people communication.  

Future research in actuated interfaces might attempt to sys-
tematically investigate applications of actuated devices for 
various applications, some if which are perhaps not listed 
above. In the next section we provide analysis of shape dis-
plays and there possible applications. 

 

 

 

 
Figure 3: Shape displays (from top): Protrude, Flow, 

Snoil, Aegis Hyposurface, Glowbits 

2.1 Runtime Environments for User Interfaces in Ubiquitous Augmented Reality

Figure 2.7: Hand-fixed reference frame: Augmentations move with the hand of the user. This
example shows a user discussing a virtual map with another user. To observe the
map from di↵erent angles, he can pick it up from the body-fixed toolchest around
his belt and put it in his hand.

Figure 2.8: Head-fixed reference frame: Augmentations move with the head gaze of the user.
The example shows a map of the environment that supports a navigational task.
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4.4. Depth Perception 121

Figure 4.26. Retinal disparity (up to 200 m, 6 cm / tan(1/60�)).

arcminute, we get a distance of 200 m where retinal disparity may just be
perceivable (Figure 4.26). So we can assume that this kind of stereo vision
may work for up to 200 m in the extreme or, for practical situations and
average vision, it will work for up to about 100 m. Our ability to detect
di↵erences in distance using stereoscopic cues is called stereo acuity. It is
given by the smallest di↵erence in the images presented to the two eyes that
can be detected reliably. In general, stereo acuity is inversely proportional
to the square of the viewing distance.

Thus, the range at which disparity is e↵ective depends mainly on the
interocular distance, the convergence of the eyes, and the distance of the
object. Points that are located close to the horopter (see Section 4.4.1) can
be fused correctly. The range around the horopter at which this is possible
is called Panum’s fusion area. However, in addition to absolute disparity,
other factors a↵ect disparity-based depth perception. For example, the gra-
dients of the disparities (i.e., the depth gradient) influence depth perception
and make disparity-based depth perception content dependent. Further-
more, the speed at which disparity is processed and depth is perceived can
vary significantly between conflicting cues (e.g., inconsistent convergence
and accommodation, see Section 4.4.2) and nonconflicting cues, and an up-
per limit to the temporal modulation frequency of disparity exists. A good
discussion on disparity-based depth perception can be found in [103].

Accommodation. While convergence and retinal disparity are the main
source of depth perception, there are others.

Figure 4.27. Accommodation and visual depth of field.

LIGHT FIELD DISPLAYS 
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VISION:  
DISPLAY AS WINDOW 

408 9. Three-Dimensional Displays

Figure 9.35. Light-field recording and reconstruction principle: light rays just passing
a window (left), light rays converted into pixel values on a tiny image sensor of
a pinhole camera (center), light rays reproduced by a tiny projector being just an
inverted pinhole camera (right).

a distance. In principle, this turns out to be quite simple. Any cameras
with a su�ciently small aperture will just record angles and intensities
of incident light rays and map them onto the pixels of its image sensors
(Figure 9.35). Hence small cameras of, for example, 1 mm in size and a
su�cient number of (in this case very tiny) pixels can deliver the light-field
data for just one window segment, which we will call a pixel of the window.
Any camera can in general be seen as an angle-to-position converter. This
conversion is relatively robust with respect to geometric errors.

Reproducing the light field on a display is straightforward (at least in
theory): we could use identical optical assemblies, this time illuminated
micropixel arrays behind pinhole lenses, working as tiny projectors (Fig-
ure 9.36). Each camera/projector pair basically acts like a camera obscura;
hence, a small hole, and many small holes simply form a window. What in
theory works quite well, will nevertheless cause several problems in practi-
cal implementation, as you can imagine. The foremost of these is the sheer
number of pixels. If a normal display has n2 pixels for a n⇥ n resolution,
the light field has about n4 (n2 pinhole cameras/projectors with n2 pixels
each, to reproduce a light field as dense as the basic image resolution).
Without further measures, this would require a prohibitively large trans-
mission bandwidth (same order as a raw hologram) and the technology
building such a large and dense assembly is not yet available. Another
problem are the tiny camera/projector pixel sizes themselves, down to 1
µm in the extreme, leading to problems with light sensitivity/brightness
and noise.

For a practical implementation of light-field recording technology, one
approach is to use a smaller number of cameras in a less dense array and
calculate the missing window pixels by some kind of interpolation. For
this to work properly, it is necessary to retrieve information about the 3D

SENSOR 
ARRAY

DISPLAY 
ARRAY

120 4. Basics of Visual Perception

• Focus e↵ects (blurring of objects not in the lens focus)

• Haze (softened image parts appear more distant)

• Color (bluish objects appear more distant)

• Motion parallax (images change when the head moves)

• Motion dynamics (objects change sizes and positions, in motion)

Convergence. As explained already, convergence is the inward rotation of
the eyes when targeting a distant object (Figure 4.24). The state of the
eye muscles gives us a hint about depth for up to 10 meters. However, we
don’t get extremely fine angular resolutions at this distance.

Figure 4.24. Convergence (up to 10 m).

Retinal disparity. For longer distances, the di↵erence between the two im-
ages projected onto the retinas (called retinal disparity) is far more e�cient
than convergence. Near objects block distant ones at slightly di↵erent po-
sitions, resulting in di↵erent images generated by the left and right eyes
(Figure 4.25).

The di↵erences at object edges can be perceived up to the crispness
limit of our vision. With a typical eye-to-eye distance (also called interoc-
ular distance) of about six centimeters and an angular resolution of one

Figure 4.25. Binocular (stereo) view and resulting left and right image (stereo pair).

VERGENCE ACCOMMODATION 

GOAL: NATURAL HUMAN VISUAL PERCEPTION
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Figure 4.26. Retinal disparity (up to 200 m, 6 cm / tan(1/60�)).

arcminute, we get a distance of 200 m where retinal disparity may just be
perceivable (Figure 4.26). So we can assume that this kind of stereo vision
may work for up to 200 m in the extreme or, for practical situations and
average vision, it will work for up to about 100 m. Our ability to detect
di↵erences in distance using stereoscopic cues is called stereo acuity. It is
given by the smallest di↵erence in the images presented to the two eyes that
can be detected reliably. In general, stereo acuity is inversely proportional
to the square of the viewing distance.

Thus, the range at which disparity is e↵ective depends mainly on the
interocular distance, the convergence of the eyes, and the distance of the
object. Points that are located close to the horopter (see Section 4.4.1) can
be fused correctly. The range around the horopter at which this is possible
is called Panum’s fusion area. However, in addition to absolute disparity,
other factors a↵ect disparity-based depth perception. For example, the gra-
dients of the disparities (i.e., the depth gradient) influence depth perception
and make disparity-based depth perception content dependent. Further-
more, the speed at which disparity is processed and depth is perceived can
vary significantly between conflicting cues (e.g., inconsistent convergence
and accommodation, see Section 4.4.2) and nonconflicting cues, and an up-
per limit to the temporal modulation frequency of disparity exists. A good
discussion on disparity-based depth perception can be found in [103].

Accommodation. While convergence and retinal disparity are the main
source of depth perception, there are others.

Figure 4.27. Accommodation and visual depth of field.
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Convergence. As explained already, convergence is the inward rotation of
the eyes when targeting a distant object (Figure 4.24). The state of the
eye muscles gives us a hint about depth for up to 10 meters. However, we
don’t get extremely fine angular resolutions at this distance.

Figure 4.24. Convergence (up to 10 m).

Retinal disparity. For longer distances, the di↵erence between the two im-
ages projected onto the retinas (called retinal disparity) is far more e�cient
than convergence. Near objects block distant ones at slightly di↵erent po-
sitions, resulting in di↵erent images generated by the left and right eyes
(Figure 4.25).

The di↵erences at object edges can be perceived up to the crispness
limit of our vision. With a typical eye-to-eye distance (also called interoc-
ular distance) of about six centimeters and an angular resolution of one

Figure 4.25. Binocular (stereo) view and resulting left and right image (stereo pair).
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There have been a number of shape displays based on pin 
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2.1 Runtime Environments for User Interfaces in Ubiquitous Augmented Reality

Figure 2.7: Hand-fixed reference frame: Augmentations move with the hand of the user. This
example shows a user discussing a virtual map with another user. To observe the
map from di↵erent angles, he can pick it up from the body-fixed toolchest around
his belt and put it in his hand.

Figure 2.8: Head-fixed reference frame: Augmentations move with the head gaze of the user.
The example shows a map of the environment that supports a navigational task.
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SharpView: Improved Clarity of Defocused Content on Optical
See-Through Head-Mounted Displays

Kohei Oshima⇤ † Kenneth R Moser⇤ ‡ Damien Constantine Rompapas† J. Edward Swan II‡ Sei Ikeda§

Goshiro Yamamoto† Takafumi Taketomi† Christian Sandor† Hirokazu Kato†
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(a) (b) (c) (d) (e)

Figure 1: The cause and effect of focus blur in Optical See-Through (OST) Head-Mounted Display (HMD) systems. (a) A user wearing the OST
HMD and related hardware used in our study. (b) Simplified schematic of an OST AR system. Blurring occurs when the virtual display screen
and real world imagery are viewed at unequal focal distances. (c), (d), (e): Views through an OST Augmented Reality system, where the real
world image (c) is in focus, causing the virtual image (d) to appear blurred; (e) an improved virtual image after application of SharpView.

ABSTRACT

Augmented Reality (AR) systems, which utilize optical see-through
head-mounted displays, are becoming more common place, with
several consumer level options already available, and the promise of
additional, more advanced, devices on the horizon. A common fac-
tor among current generation optical see-through devices, though,
is fixed focal distance to virtual content. While fixed focus is not a
concern for video see-through AR, since both virtual and real world
imagery are combined into a single image by the display, unequal
distances between real world objects and the virtual display screen
in optical see-through AR is unavoidable.

In this work, we investigate the issue of focus blur, in particular,
the blurring caused by simultaneously viewing virtual content and
physical objects in the environment at differing focal distances. We
additionally examine the application of dynamic sharpening filters
as a straight forward, system independent, means for mitigating this
effect improving the clarity of defocused AR content. We assess the
utility of this method, termed SharpView, by employing an adjust-
ment experiment in which users actively apply varying amounts of
sharpening to reduce the perception of blur in AR content shown at
four focal disparity levels relative to real world imagery.

Our experimental results confirm that dynamic correction
schemes are required for adequately addressing the presence of blur
in Optical See-Through AR. Furthermore, we validate the ability of
our SharpView model to improve the perceived visual clarity of fo-
cus blurred content, with optimal performance at focal differences
well suited for near field AR applications.

Index Terms: H.5.1 [Information Interfaces and Presentation]:
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Multimedia Information Systems—Artificial, augmented, and vir-
tual realities; I.4.4 [Image Processing and Computer Vision]:
Restoration—Wiener filtering

1 INTRODUCTION

Optical See-Through (OST) Head-Mounted Displays (HMDs) have
seen an increase in both popularity and accessibility with the re-
lease of several consumer level options, including Google Glass
and Epson Moverio BT-200, and announced future offerings, such
as Microsoft’s HoloLens, on the horizon. The transparent display
technology used in these HMDs affords a unique experience, allow-
ing the user to view on-screen computer generated (CG) content
while maintaining a direct view of their environment, a property
extremely well suited for augmented reality (AR) systems. Un-
fortunately, the current generation of consumer-level OST HMDs
are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
inducing focal rivalry as the eye’s optical system must continuously
adjust to accommodate both the real and virtual items.

Figure 1 (a) and (b) illustrate an OST AR system in which a user
concurrently observes real and CG images at disparate distances.
As the eye’s accommodation changes to match the focal distance of
the real image, Figure 1 (c), the on-screen image appears blurred,
Figure 1 (d). Naturally, the amount of blur perceived is directly re-
lated to accommodative ability, which varies from person to person
and undergoes further changes with age. The majority of individ-
uals experience steady decline in accommodative ability between
child and adulthood [8], with more rapid decreases beginning to
onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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concern for video see-through AR, since both virtual and real world
imagery are combined into a single image by the display, unequal
distances between real world objects and the virtual display screen
in optical see-through AR is unavoidable.

In this work, we investigate the issue of focus blur, in particular,
the blurring caused by simultaneously viewing virtual content and
physical objects in the environment at differing focal distances. We
additionally examine the application of dynamic sharpening filters
as a straight forward, system independent, means for mitigating this
effect improving the clarity of defocused AR content. We assess the
utility of this method, termed SharpView, by employing an adjust-
ment experiment in which users actively apply varying amounts of
sharpening to reduce the perception of blur in AR content shown at
four focal disparity levels relative to real world imagery.

Our experimental results confirm that dynamic correction
schemes are required for adequately addressing the presence of blur
in Optical See-Through AR. Furthermore, we validate the ability of
our SharpView model to improve the perceived visual clarity of fo-
cus blurred content, with optimal performance at focal differences
well suited for near field AR applications.
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1 INTRODUCTION

Optical See-Through (OST) Head-Mounted Displays (HMDs) have
seen an increase in both popularity and accessibility with the re-
lease of several consumer level options, including Google Glass
and Epson Moverio BT-200, and announced future offerings, such
as Microsoft’s HoloLens, on the horizon. The transparent display
technology used in these HMDs affords a unique experience, allow-
ing the user to view on-screen computer generated (CG) content
while maintaining a direct view of their environment, a property
extremely well suited for augmented reality (AR) systems. Un-
fortunately, the current generation of consumer-level OST HMDs
are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
inducing focal rivalry as the eye’s optical system must continuously
adjust to accommodate both the real and virtual items.

Figure 1 (a) and (b) illustrate an OST AR system in which a user
concurrently observes real and CG images at disparate distances.
As the eye’s accommodation changes to match the focal distance of
the real image, Figure 1 (c), the on-screen image appears blurred,
Figure 1 (d). Naturally, the amount of blur perceived is directly re-
lated to accommodative ability, which varies from person to person
and undergoes further changes with age. The majority of individ-
uals experience steady decline in accommodative ability between
child and adulthood [8], with more rapid decreases beginning to
onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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Figure 1: The cause and effect of focus blur in Optical See-Through (OST) Head-Mounted Display (HMD) systems. (a) A user wearing the OST
HMD and related hardware used in our study. (b) Simplified schematic of an OST AR system. Blurring occurs when the virtual display screen
and real world imagery are viewed at unequal focal distances. (c), (d), (e): Views through an OST Augmented Reality system, where the real
world image (c) is in focus, causing the virtual image (d) to appear blurred; (e) an improved virtual image after application of SharpView.
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utility of this method, termed SharpView, by employing an adjust-
ment experiment in which users actively apply varying amounts of
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1 INTRODUCTION

Optical See-Through (OST) Head-Mounted Displays (HMDs) have
seen an increase in both popularity and accessibility with the re-
lease of several consumer level options, including Google Glass
and Epson Moverio BT-200, and announced future offerings, such
as Microsoft’s HoloLens, on the horizon. The transparent display
technology used in these HMDs affords a unique experience, allow-
ing the user to view on-screen computer generated (CG) content
while maintaining a direct view of their environment, a property
extremely well suited for augmented reality (AR) systems. Un-
fortunately, the current generation of consumer-level OST HMDs
are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
inducing focal rivalry as the eye’s optical system must continuously
adjust to accommodate both the real and virtual items.

Figure 1 (a) and (b) illustrate an OST AR system in which a user
concurrently observes real and CG images at disparate distances.
As the eye’s accommodation changes to match the focal distance of
the real image, Figure 1 (c), the on-screen image appears blurred,
Figure 1 (d). Naturally, the amount of blur perceived is directly re-
lated to accommodative ability, which varies from person to person
and undergoes further changes with age. The majority of individ-
uals experience steady decline in accommodative ability between
child and adulthood [8], with more rapid decreases beginning to
onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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Fig. 1. Experimental hardware and design. (a) Display and camera system. (b) Task layout. (c) Pillars task. (d) Cubes task.

Abstract— With the growing availability of optical see-through (OST) head-mounted displays (HMDs), there is a present need for
robust, uncomplicated, and automatic calibration methods suited for non-expert users. This work presents the results of a user study
which both objectively and subjectively examines registration accuracy produced by three OST HMD calibration methods: (1) SPAAM,
(2) Degraded SPAAM, and (3) Recycled INDICA, a recently developed semi-automatic calibration method. Accuracy metrics used
for evaluation include subject provided quality values and error between perceived and absolute registration coordinates. Our results
show all three calibration methods produce very accurate registration in the horizontal direction but caused subjects to perceive the
distance of virtual objects to be closer than intended. Surprisingly, the semi-automatic calibration method produced more accurate
registration vertically and in perceived object distance overall. User assessed quality values were also the highest for Recycled
INDICA, particularly when objects were shown at distance. The results of this study confirm that Recycled INDICA is capable of
producing equal or superior on-screen registration compared to common OST HMD calibration methods. We also identify a potential
hazard in using reprojection error as a quantitative analysis technique to predict registration accuracy. We conclude with discussing
the further need for examining INDICA calibration in binocular HMD systems, and the present possibility for creation of a closed-loop
continuous calibration method for OST Augmented Reality.

Index Terms—Calibration, user study, OST HMD, INDICA, SPAAM, eye tracking

1 INTRODUCTION

Optical see-through (OST) augmented reality (AR) systems allow the
overlay of visual information onto a user’s view of the real world. The
primary benefit of these systems, specifically in conjunction with head
mounted display (HMD) hardware, is the ability of the user to maintain
a view of the real environment from the perspective of their own eyes.
This is in contrast to video see-through (VST) AR systems, in which
users view the environment from the perspective of a camera. Al-
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lowing a continuous hands-free view of the environment also lessens
safety concerns from visibility loss due to hardware malfunction, as
is the case in military AR usage [20], where constant sight is of the
utmost importance. The utility of both OST and VST AR is further
enhanced when the location of on-screen information is used to pro-
vide additional meaning and context.

In both VST and OST AR, information is fundamentally displayed
in one of two reference frames: Screen Space and World Space. Infor-
mation shown within screen space is statically positioned and does not
appear displayed relative to any particular location or object within
the world. This type of presentation is common in applications fa-
cilitating manufacturing or assembly style tasks where the AR visual
components list instruction sets or other environment independent in-
formation [4]. On-screen items rendered within world space appear
to have a 3D position within the environment and are registered, dis-
played relative, to fixed locations or objects. This display method re-
quires sufficiently accurate registration between on-screen geometry
and the visible environment in order to be effective [19]. Achieving an
adequate level of world space registration accuracy requires the effec-
tual employment of calibration mechanisms.

The goal of OST HMD calibration is to model the virtual camera
projection matrix, used to render virtual geometry, such that it closely
matches the real viewing frustum created by the user’s eye and the
display optics. Unlike VST AR, where computer vision techniques
are used to correct registration [10, 16, 17], calibration of OST AR is
not straightforward. VST techniques are difficult or impossible to use
for correction in OST displays since the “camera” in these systems is
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Fig. 9. Stages of the experimental procedure. Every subject performs
an initial SPAAM calibration followed by the recording of eye images
and performance of both tasks using the SPAAM results. The HMD is
removed and refit to the subject, eye images recorded once again, and
both tasks for one of the remaining conditions performed. The proce-
dure is repeated a final time for the remaining calibration condition.

the task can be seen in Figure 8.
The virtual cube, shown on the HMD, is modeled such that its per-

ceived size should be 2 cm⇥2 cm⇥2 cm and rendered red for increased
contrast with the real environment. The virtual cube is presented at 10
grid locations on both the horizontal and vertical grid for a total of 20
trials per calibration condition. The positions of the virtual cube, on
either grid, are randomly selected such that no location is repeated.
The display order is chosen such that no consecutive virtual cubes will
appear in the same row or column. Ordering of trials between the hor-
izontal and vertical cubes grid locations are selected randomly, and
subjects are verbally informed at the start of each trial which grid the
virtual cube should appear upon. Once the virtual cube is displayed at
10 locations on both grids, the task ends.

For each of the 20 trials, subjects indicate their selection by stating
the row letter followed by the column number of the grid location to
which they feel the virtual cube is best aligned. Registration accuracy
in the vertical direction, Y relative to the tracking coordinate system, is
measured using the rows of the vertical cubes grid. Registration accu-
racy in depth, Z relative to the tracking coordinate system, is measured
by the rows of the horizontal cubes grid. Registration accuracy in the
horizontal direction, X relative to the tracking coordinate system, is
measured by the columns of both grids. Subjects also verbally provide
a quality value for each trial of the task. A 1 to 4 subjective scale,
with 1 denoting the worst registration and 4 denoting the best registra-
tion, are used for this metric. Before beginning the task, subjects are
informed of the quality scale and provided images illustrating the ex-
pected visual quality that should be present at each quality level. The
bottom row of Figure 6 shows the images provided to each user.

3.5 Procedure
Both tasks are performed sequentially, though not always in the same
order, for each of the three calibration methods. In order to balance
against first-order residual effects, the sequence in which tasks are pre-
sented is arranged such that no subject performs the tasks, across cal-
ibration methods, in the same order. However, because the Degraded
SPAAM, as well as the Recycled INDICA, calibration requires an ex-
isting projection matrix to already be accessible, the SPAAM calibra-
tion is always performed at the start of the experiment for each sub-
ject. Since the SPAAM calibration is performed first, the tasks for the
SPAAM condition are also always performed before any other calibra-
tion condition, since any movement of the HMD on the subject’s head
would require SPAAM to be reperformed. Even though both tasks for
SPAAM are conducted first, the ordering of all tasks over all three cal-
ibration conditions is never repeated between subjects. In addition, to
counter any effect from the eye imaging phase required by Recycled
INDICA, 10 eye images are recorded, though not used, before the start
of both SPAAM and Degraded SPAAM task sets. Figure 9 illustrates
the general task ordering and experiment flow for each subject.

At the start of the experiment, the subject is given a thorough expla-
nation of the hardware and why calibration is required. The SPAAM
calibration process is then described to the user with emphasis placed

on the need for stable accurate screen-world alignments. The HMD is
then placed onto the subject’s head and adjusted so that their left eye
is visually centered behind the left eye piece. The SPAAM calibration
procedure as described in section 3.3 is then performed.

Once SPAAM calibration is completed, the subject is seated in front
of the task table. Using the eye imaging camera, 10 images of the
user’s left eye are taken. The subjective quality scale for each task is
reviewed and each subject is given the images shown in Figure 6. The
subject then performs both experimental tasks, as described in section
3.4, using their SPAAM results. After completion of both tasks, the
HMD is removed from the subject’s head, and a 5 minute break allot-
ted to give the subject ample rest before the next set of tasks.

After the 5 minute break, the HMD is replaced onto the subject’s
head with care only taken to ensure their left eye is positioned properly
behind the eye piece and graphics are clearly seen on the display. Eye
imaging is performed once again, and 10 new images of the subject’s
left eye taken. Both experimental tasks are repeated again for either
the Degraded SPAAM or Recycled INDICA condition. The order in
which subjects perform the Degraded SPAAM or Recycled INDICA
calibration condition is arranged to match the previously mentioned
criteria, that no subject would perform tasks in the some order across
conditions. Following the completion of both tasks, the HMD is re-
moved once again and a 5 minute respite given to the subject. After-
wards, the HMD is refit a final time and 10 more images taken of the
subject’s left eye. Tasks for the remaining condition, either Degraded
SPAAM or Recycled INDICA, are then performed.

4 EXPERIMENTAL RESULTS

We obtain our experimental results by taking the difference between
the subject reported row/column positions and the actual locations
where the virtual object should have appeared. The difference along a
row indicates registration error in the horizontal, X, direction relative
to the tracking coordinate frame, with negative error indicating a user
value that is to the left of the actual. We take the difference along a col-
umn to represent error in the vertical, Y, direction for measures taken
during a trial on the vertical cubes grid, with negative error indicating
a user value that is below the actual. Difference along a column in
both the Pillars and horizontal cubes grid trials is interpreted as error
in distance, Z, relative to the tracking coordinate frame, with negative
error indicating a response that is closer to the user then the actual.

We also convert the error measures from the difference in grid
squares to distance measures. The size of grid squares for both grids in
the Cubes task is 2cm⇥2cm. Thus, we equate an error of 1 to an error
of 2cm in the respective direction. Similarly, the spacing of pillars in
the Pillars task is 4cm, since each 2cm⇥2cm pillar is separated by a
2cm row or column. Therefore, we equate an error of 1 pillar to an
error of 4cm in the respective direction.

The subject-provided quality values are also normalized for our
analysis. Measures for both tasks are normalized to values from 1
to 4. Converting both tasks to an identical scale allows for direct and
fair comparisons between tasks.

4.1 Subjective Measures
We used repeated-measures analysis of variance (ANOVA) to test the
effect of the different algorithms in each experimental condition. For
each test, if Mauchly’s test indicated non-sphericity, we adjusted the
p-value according to the Huynh-Feldt e value; in such cases we re-
port e along with the ANOVA F-test. In addition, we used the Ryan
REGWQ post-hoc homogenous subset test to determine how the three
algorithms differed from each other, as described by Howell [12].

Figure 10 provides mean normalized quality values across subjects
for each task under each calibration method. Quality values obtained
for the Cubes task are shown separated by grid type, Cubes-V repre-
senting measures for the vertical cubes grid and Cubes-H representing
measures for the horizontal cubes grid. ANOVA, performed on the
values within each subplot of Figure 10, shows a significant main ef-
fect of calibration method in both the Pillars task (F(2,24) = 5.03, p=
0.015) and the horizontal cubes grid (F(2,24) = 6.65, p = 0.013,e =
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0.71). The vertical cubes grid condition shows no significant differ-
ence between calibration methods (F < 1). The normalized quality
values also show that subjects report Recycled INDICA registrations,
viewed on the Pillars and the horizontal cubes grid, to be of higher
quality over Degraded SPAAM. While SPAAM quality is rated nearly
equal to Recycled INDICA in the Pillars task, it rates lowest in hori-
zontal cubes grid trials. All three calibration methods produce nearly
identical quality ratings across subjects in vertical cubes grid trials1.

Registration Error in Pillars Task Figure 11 provides the regis-
tration error results for the Pillars task converted into distance mea-
sures. Error in both the X, Left-Right, and Z, Front-Back, directions
relative to the tracking coordinate frame are provided. ANOVA of X
dimension error shows no significant main effect due to calibration
method (F < 1). Results show subject perceived error is near perfect,
0 error, along the X direction. All three calibration methods produce
error in the Z direction, however, with subjects perceiving the registra-

1In addition to ANOVA, we also performed the non-parametric Friedman
and Kruskal-Wallis rank sum tests for subjective judgements. The Friedman
rank sum test shows a significant main effect for the Pillars (c2(2) = 5.45, p =
0.066) and Cubes-H (c2(2) = 13.06, p = 0.0015) tasks, but not for the Cubes-
V task (c2(2) = 0.15). The Kruskal-Wallis rank sum test also shows a sig-
nificant main effect for the Pillars (c2(2) = 18.92, p < 0.001) and Cubes-H
(c2(2) = 21.21, p < 0.001) tasks, but not for the Cubes-V task (c2(2) = 0.98).
In contrast to ANOVA, the Friedman rank sum test looses power by ignoring
large portions of data; reducing either 624 (Pillars) or 390 (Cubes-H, Cubes-V)
data values into 39 to conduct the test. The Kruskal-Wallis rank sum test devi-
ates from ANOVA by producing a large amount of power, because it does not
model the within-subjects design of the data. Nevertheless, the interpretation
of the results remains the same, regardless of the analysis method used.
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tion of virtual objects to be closer than intended for every case. Recy-
cled INDICA results show a shift in distance perception away from the
user and closer to the correct location. ANOVA also indicates a highly
significant effect of calibration method (F(2,24) = 14.011, p< 0.001)
along the Z direction.

Registration Error in Cubes Task Figures 12 and 13 show the
registration error results for the Cubes task separated by each grid.
Results for trials conducted on the horizontal cubes grid are shown in
Figure 13 and provide error in both the X, Left-Right, and Z, Front-
Back, directions relative to the tracking coordinate frame. ANOVA
performed along each direction shows a significant main effect of cal-
ibration method along the Z direction (F(2,24) = 7.37, p = 0.003),
with no effect along the X (F < 1). All three calibration methods
produce equally, near 0, error along the X direction and Recycled-
INDICA produces the least Z error.

Results for trials conducted on the vertical Cubes grid are shown
in Figure 12 and provide error in both the X, Left-Right, and Y, Up-
Down, directions relative to the tracking coordinate frame. ANOVA
shows no main effect of calibration method on results along the X di-
rection (F < 1). A main effect of calibration method is detected along
the Y direction (F(2,24) = 10.96, p = 0.0016,e = 0.75). Similar to
the Pillars and horizontal cubes grid, all three calibration methods pro-
duce near 0 errors along X. Y error is less under the Recycled INDICA
condition, with both SPAAM and Degraded SPAAM resulting in sim-
ilar error amounts.
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Fig. 1. Experimental hardware and design. (a) Display and camera system. (b) Task layout. (c) Pillars task. (d) Cubes task.

Abstract— With the growing availability of optical see-through (OST) head-mounted displays (HMDs), there is a present need for
robust, uncomplicated, and automatic calibration methods suited for non-expert users. This work presents the results of a user study
which both objectively and subjectively examines registration accuracy produced by three OST HMD calibration methods: (1) SPAAM,
(2) Degraded SPAAM, and (3) Recycled INDICA, a recently developed semi-automatic calibration method. Accuracy metrics used
for evaluation include subject provided quality values and error between perceived and absolute registration coordinates. Our results
show all three calibration methods produce very accurate registration in the horizontal direction but caused subjects to perceive the
distance of virtual objects to be closer than intended. Surprisingly, the semi-automatic calibration method produced more accurate
registration vertically and in perceived object distance overall. User assessed quality values were also the highest for Recycled
INDICA, particularly when objects were shown at distance. The results of this study confirm that Recycled INDICA is capable of
producing equal or superior on-screen registration compared to common OST HMD calibration methods. We also identify a potential
hazard in using reprojection error as a quantitative analysis technique to predict registration accuracy. We conclude with discussing
the further need for examining INDICA calibration in binocular HMD systems, and the present possibility for creation of a closed-loop
continuous calibration method for OST Augmented Reality.

Index Terms—Calibration, user study, OST HMD, INDICA, SPAAM, eye tracking

1 INTRODUCTION

Optical see-through (OST) augmented reality (AR) systems allow the
overlay of visual information onto a user’s view of the real world. The
primary benefit of these systems, specifically in conjunction with head
mounted display (HMD) hardware, is the ability of the user to maintain
a view of the real environment from the perspective of their own eyes.
This is in contrast to video see-through (VST) AR systems, in which
users view the environment from the perspective of a camera. Al-
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lowing a continuous hands-free view of the environment also lessens
safety concerns from visibility loss due to hardware malfunction, as
is the case in military AR usage [20], where constant sight is of the
utmost importance. The utility of both OST and VST AR is further
enhanced when the location of on-screen information is used to pro-
vide additional meaning and context.

In both VST and OST AR, information is fundamentally displayed
in one of two reference frames: Screen Space and World Space. Infor-
mation shown within screen space is statically positioned and does not
appear displayed relative to any particular location or object within
the world. This type of presentation is common in applications fa-
cilitating manufacturing or assembly style tasks where the AR visual
components list instruction sets or other environment independent in-
formation [4]. On-screen items rendered within world space appear
to have a 3D position within the environment and are registered, dis-
played relative, to fixed locations or objects. This display method re-
quires sufficiently accurate registration between on-screen geometry
and the visible environment in order to be effective [19]. Achieving an
adequate level of world space registration accuracy requires the effec-
tual employment of calibration mechanisms.

The goal of OST HMD calibration is to model the virtual camera
projection matrix, used to render virtual geometry, such that it closely
matches the real viewing frustum created by the user’s eye and the
display optics. Unlike VST AR, where computer vision techniques
are used to correct registration [10, 16, 17], calibration of OST AR is
not straightforward. VST techniques are difficult or impossible to use
for correction in OST displays since the “camera” in these systems is
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Figure 1. (a): Simplified schematic of an OST AR system. Blurring occurs when the virtual
display screen and real world imagery are viewed at unequal focal distances. (b, c): Views
through an OST AR system. (b) shows ideal AR, both of the CG and the object in the real world
appears to be clear. (c) shows an actual AR example wherein the CG looks blurry. When the
user focuss on the object in the real world, the CG cannot avoid being blurred because of the
difference in depth.
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Figure 1: The cause and effect of focus blur in Optical See-Through (OST) Head-Mounted Display (HMD) systems. (a) A user wearing the OST
HMD and related hardware used in our study. (b) Simplified schematic of an OST AR system. Blurring occurs when the virtual display screen
and real world imagery are viewed at unequal focal distances. (c), (d), (e): Views through an OST Augmented Reality system, where the real
world image (c) is in focus, causing the virtual image (d) to appear blurred; (e) an improved virtual image after application of SharpView.

ABSTRACT

Augmented Reality (AR) systems, which utilize optical see-through
head-mounted displays, are becoming more common place, with
several consumer level options already available, and the promise of
additional, more advanced, devices on the horizon. A common fac-
tor among current generation optical see-through devices, though,
is fixed focal distance to virtual content. While fixed focus is not a
concern for video see-through AR, since both virtual and real world
imagery are combined into a single image by the display, unequal
distances between real world objects and the virtual display screen
in optical see-through AR is unavoidable.

In this work, we investigate the issue of focus blur, in particular,
the blurring caused by simultaneously viewing virtual content and
physical objects in the environment at differing focal distances. We
additionally examine the application of dynamic sharpening filters
as a straight forward, system independent, means for mitigating this
effect improving the clarity of defocused AR content. We assess the
utility of this method, termed SharpView, by employing an adjust-
ment experiment in which users actively apply varying amounts of
sharpening to reduce the perception of blur in AR content shown at
four focal disparity levels relative to real world imagery.

Our experimental results confirm that dynamic correction
schemes are required for adequately addressing the presence of blur
in Optical See-Through AR. Furthermore, we validate the ability of
our SharpView model to improve the perceived visual clarity of fo-
cus blurred content, with optimal performance at focal differences
well suited for near field AR applications.

Index Terms: H.5.1 [Information Interfaces and Presentation]:

⇤These authors contributed equally.
†e-mail: {oshima.kohei.of0, damien.rompapas.dk1, goshiro, takafumi-t,

sandor, kato} @is.naist.jp
‡e-mail: krm104@acm.org, swan@acm.org
§e-mail: ikeda.sei.jp@ieee.org

Multimedia Information Systems—Artificial, augmented, and vir-
tual realities; I.4.4 [Image Processing and Computer Vision]:
Restoration—Wiener filtering

1 INTRODUCTION

Optical See-Through (OST) Head-Mounted Displays (HMDs) have
seen an increase in both popularity and accessibility with the re-
lease of several consumer level options, including Google Glass
and Epson Moverio BT-200, and announced future offerings, such
as Microsoft’s HoloLens, on the horizon. The transparent display
technology used in these HMDs affords a unique experience, allow-
ing the user to view on-screen computer generated (CG) content
while maintaining a direct view of their environment, a property
extremely well suited for augmented reality (AR) systems. Un-
fortunately, the current generation of consumer-level OST HMDs
are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
inducing focal rivalry as the eye’s optical system must continuously
adjust to accommodate both the real and virtual items.

Figure 1 (a) and (b) illustrate an OST AR system in which a user
concurrently observes real and CG images at disparate distances.
As the eye’s accommodation changes to match the focal distance of
the real image, Figure 1 (c), the on-screen image appears blurred,
Figure 1 (d). Naturally, the amount of blur perceived is directly re-
lated to accommodative ability, which varies from person to person
and undergoes further changes with age. The majority of individ-
uals experience steady decline in accommodative ability between
child and adulthood [8], with more rapid decreases beginning to
onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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is fixed focal distance to virtual content. While fixed focus is not a
concern for video see-through AR, since both virtual and real world
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distances between real world objects and the virtual display screen
in optical see-through AR is unavoidable.
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effect improving the clarity of defocused AR content. We assess the
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distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
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adjust to accommodate both the real and virtual items.
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extremely well suited for augmented reality (AR) systems. Un-
fortunately, the current generation of consumer-level OST HMDs
are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
inducing focal rivalry as the eye’s optical system must continuously
adjust to accommodate both the real and virtual items.

Figure 1 (a) and (b) illustrate an OST AR system in which a user
concurrently observes real and CG images at disparate distances.
As the eye’s accommodation changes to match the focal distance of
the real image, Figure 1 (c), the on-screen image appears blurred,
Figure 1 (d). Naturally, the amount of blur perceived is directly re-
lated to accommodative ability, which varies from person to person
and undergoes further changes with age. The majority of individ-
uals experience steady decline in accommodative ability between
child and adulthood [8], with more rapid decreases beginning to
onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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Figure 1: The cause and effect of focus blur in Optical See-Through (OST) Head-Mounted Display (HMD) systems. (a) A user wearing the OST
HMD and related hardware used in our study. (b) Simplified schematic of an OST AR system. Blurring occurs when the virtual display screen
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ABSTRACT

Augmented Reality (AR) systems, which utilize optical see-through
head-mounted displays, are becoming more common place, with
several consumer level options already available, and the promise of
additional, more advanced, devices on the horizon. A common fac-
tor among current generation optical see-through devices, though,
is fixed focal distance to virtual content. While fixed focus is not a
concern for video see-through AR, since both virtual and real world
imagery are combined into a single image by the display, unequal
distances between real world objects and the virtual display screen
in optical see-through AR is unavoidable.

In this work, we investigate the issue of focus blur, in particular,
the blurring caused by simultaneously viewing virtual content and
physical objects in the environment at differing focal distances. We
additionally examine the application of dynamic sharpening filters
as a straight forward, system independent, means for mitigating this
effect improving the clarity of defocused AR content. We assess the
utility of this method, termed SharpView, by employing an adjust-
ment experiment in which users actively apply varying amounts of
sharpening to reduce the perception of blur in AR content shown at
four focal disparity levels relative to real world imagery.

Our experimental results confirm that dynamic correction
schemes are required for adequately addressing the presence of blur
in Optical See-Through AR. Furthermore, we validate the ability of
our SharpView model to improve the perceived visual clarity of fo-
cus blurred content, with optimal performance at focal differences
well suited for near field AR applications.
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are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
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the real image, Figure 1 (c), the on-screen image appears blurred,
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and undergoes further changes with age. The majority of individ-
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onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
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ESTIMATING EYE PSF

The diffraction pattern of the light during this process is modeled by
a PSF. If defects are present in the physical structures of the eye, as
would be the case in individuals with inhibited vision, a static PSF
is sufficient for determining the optical power requirements neces-
sary for corrective lenses able to adjust or redirect the light rays
back through the proper focal point within the eye. This same pro-
cedure can be analogously expressed, within the image processing
domain, as a deconvolution operation between the image focused
on the retina and the PSF. Therefore, if a PSF is known in advance,
it is possible to restore a degraded image through deconvolution.

Common deconvolution operations include inverse filtering,
Wiener filtering, and the iterative Richardson-Lucy algorithm [11].
Difficulty in performing deconvolution with a PSF arises, how-
ever, due to inaccuracies in the diffraction pattern model. Okumura
et al. [30] have utilized information from captured images of 2D
markers to estimate the PSF of a camera based system. Unfortu-
nately, the same principles are not applicable to the human eye,
since only the user themselves have access to the perceived im-
age. Additionally, techniques used to measure a user’s PSF require
expensive or large physical hardware, such as auto-refractometers,
and a processing demand which is not suited for real time applica-
tions [32]. Our SharpView algorithm overcomes these limitations
by employing a simplified PSF model based on three user and sys-
tem specific parameters: pupil diameter, distance to real world gaze
point, and focal distance of the HMD display screen.

3.1 Image Convolution
In general, the convolution of an image o with a point spread func-
tion p produces a blurred image b.

b = o⇤ p (1)

The symbol ⇤ represents the convolution operation. Equation (1)
can be expressed within the spatial frequency domain as

B = O ·P (2)

where B, P and O represent Fourier transforms of b, p and o, re-
spectively. A blurred image can, likewise, be corrected through
application of the inverse PSF, O0 = B/P. However, the follow-
ing Wiener Deconvolution is optimal for performing this task with
minimal noise.

O0 =
B ·P

|P|2 + |C|2
(3)

Here, P represents the complex conjugate of P. C is a constant
to prevent instability of the solution when values of P are small.
We apply this same principle to OST AR in order to create a final
sharpened on-screen image with improved visibility over the orig-
inal. We accomplish this by applying the Wiener filter, adjusted
using the estimated PSF of the user, to rendered images O and dis-
play the resulting sharpened image S to the HMD.

S =
O ·P

|P|2 + |C|2
(4)

3.2 PSF Estimation
Effectively counteracting dynamic focus blur, caused by accom-
modative differences between the display screen and world in OST
HMDs, requires the PSF to be determined at run-time. We accom-
plish this by using a simplified Gaussian function to approximate
the PSF, which allows for faster update rates but with a reduction in
accuracy.

We generate our approximation by modeling the intensity of the
light rays, emitted from the display screen, intersecting varying

points on the retina. The intensity distribution, p, can be repre-
sented by the following function.

P(x,y) =
1

2ps2 exp(� x2 + y2

2s2 ) (5)

In equation (5), s represents the focal blur size, while x and y rep-
resent the pixel position of the emanating screen point. Our sim-
plified PSF model, therefore, requires only one parameter, s , to be
determined at run time.

Consider the simple system, shown in Figure 2, used to model
the combined optical system of the eye and OST HMD screen. The
center lens, in this system, represents the internal crystalline lens
of the eye and the right imaging plane characterizes the retina. As
the user’s gaze fixates at point M in the real environment, the light
traveling from this point creates an image at point m on the eye’s
imaging plane, after passing through the lens. Similarly, light emit-
ted from point M0 on the HMD screen is imaged at point m0 on the
retina. While the user’s focus is centered on the real environment,
all of the light rays from the display will be improperly focused by
the lens causing on-screen content to appear blurred. The radius of
this blur is equal to s in our Gaussian function, equation (5). This
s can be derived from the basic triangle ratio and lens equations as
follows:

s =
av
2
(

1
u0

� 1
u
) (6)

Once obtained, it is then necessary to scale from the eye’s image
plane back to the virtual display. If the radius of display blur is
expressed as sd , the ratio between the eye’s image plane and screen
is expressed as follows.

s : sd = v : u0 (7)

Here, sd is directly obtainable from equations (6) and (7),

sd =
a
2
(1� u0

u
) (8)

where a is pupil diameter, u is distance from the eye to the real
world gaze point, and u0 represents the distance from eye to HMD
image plane. When performing the actual convolution between the
filter and screen image, generally, sd may be converted to pixel
size, scaling the values based on the dot matrix of the specific dis-
play used. Our complete SharpView algorithm simplifies blur cor-
rection into a single convolution operation, where the filter is con-
structed from an estimated PSF, requiring only three parameters, all
measurable at runtime.

Further simplification might be considered by presuming a con-
stant pupil size during usage. However, numerous studies [12, 1,
35, 33] have shown that pupil size is not only dependent on lighting
but also mental load and task concentration, making live measure-
ment of the pupil advisable. Additional system complexity may

Figure 2: Optical system formed by the user’s eye and an OST HMD.
The imaging plane corresponds to the user’s retina and the lens aper-
ture to the user’s pupil.
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OUR EXPERIMENT

(a) (b) (c)

Figure 6: View through the HMD of a reference and sharpened virtual image pair during the adjustment task. The rendered gauge provides an
indication of the amount of sharpening correction applied. (a) Low, (b) moderate, and (c) high amounts of sharpening. Though color and contrast
appear to differ, both on-screen and reference images used during the experiment were black and white. The images shown are captured
through a digital camera and do not necessarily reflect the actual visual appearance experienced by the subjects during use.

are presented one at a time to the subject, Figure 4 (a). For each
cross-hair, the subject is instructed to fixate and maintain their gaze
on the center of the cross for approximately 5 seconds. During
this fixation period, the gaze angle, in relation to the eye-tracking
camera, is recorded. Using the known screen locations of each
cross-hair and the recorded gaze angle measurements, a mapping
between gaze direction and screen pixels is determined. The Pupil-
Labs open-source software provides built-in routines for both col-
lecting the gaze angle data and performing the mapping calcula-
tions.

The second phase of calibration is intended to properly position
the AR content within the subject’s field of view. We perform this
operation by rendering a red square to the HMD screen and allow-
ing subjects to manually adjust its location. Using a hand held con-
troller, subjects are allowed to move the square up and down and
side-to-side until the right edge of the square is aligned flush with
the left edge of a real reference image placed in front of the display,
Figure 4 (b). Proper vertical positioning occurs when the center of
the square aligns with the center of the reference image.

After successful calibration, We are able to track the subjects’
gaze across the HMD screen and detect when fixation is moved to-
ward on-screen content. We simply mute, turn off, all graphics as
a counter measure preventing subjects from focusing onto the vir-
tual screen. Once gaze is removed from the AR content’s location,
graphics are restored and the experiment continued.

In addition to gaze information, the eye-tracking software also
provided a rough measure of pupil diameter in terms of image pix-
els. Presuming a standard iris diameter of 12mm [6, 10], we were
able to calculate the distance scale between camera pixels of the eye
tracking camera and physical distance. Using this same scale, rede-
termined per subject at the start of the experiment, the approximate
pupil diameter in mm for each subject is estimated at run-time.

4.4 Adjustment Task
We utilize a simple adjustment task to obtain measures for the
amount of perceived focus blur and preferred level of sharpening
correction for subjects viewing real and virtual content through our
OST AR system. Focus blur is induced by making subjects fixate
their gaze upon real reference images, placed in front of the display,
at distances differing from the actual focal distance of the HMD. A
virtual image, identical to the real reference image, is then rendered
to the display screen. The subject will consequently perceive the
rendered image as blurred, even though it is unaltered, due to the
focal disparity between the reference image and HMD.

(a) (b)

(c) (d)

Figure 7: The four black and white stone patters used as both refer-
ence and on-screen imagery during the adjustment task.

The images used in our experiment were chosen to provide large
amounts of high frequency visual information, such as clearly de-
fined edges for example. Four asymmetric stone patterns were
selected for use during the experiment itself, Figure 7, with an
additional four images used during training sets before data was
recorded. The resolution of the images displayed to the HMD,
as well as the size of the reference images, was adjusted so that
both images subtended a constant 6� of visual angle. In order to
minimize effects from color difference between the printed and on-
screen images, both the HMD and reference photos were kept black
and white.

We presented the reference images at four distance levels, 25cm,
50cm, 100cm, and 500cm, as measured from the subject’s eye.
These distances were selected in order to obtain measures over a

(a) (b)

Figure 3: The OST HMD system used in our experiment. (a) An ex-
ample subject wearing the HMD and eye tracking combination. The
right eye-piece is covered to produce a monocular view. (b) Closer
view of the attached camera used for tracking subject gaze and mea-
suring pupil size.

arise from the necessity to record the fixation distance between the
user’s eye and real object under focus. While it is possible to cal-
culate the user’s fixation through on-line vergence angle measure-
ments provided by stereoscopic eye-tracking [7, 9, 37], an alterna-
tive method leveraging known 3D environmental layout informa-
tion, compiled off-line using a depth sensor or camera such as the
Microsoft Kinect, may be more suited for current consumer sys-
tems. Correlating the intersection of the user’s gaze with this pre-
rendered environment model, would facilitate rough estimation for
the current focal demand of the user.

4 EXPERIMENTAL DESIGN

In order to develop an effective improvement strategy for correct-
ing focus blur in OST AR, measures for the amount of blur per-
ceived by users must be obtained. Since focus blur occurs during
accommodation rivalry between physical and on-screen content, it
is essential to define the level of awareness users have to the pres-
ence of blur in rendered images. We developed SharpView based on
the premise that perceived focus blur varies according to the focal
disparity between the display and world. Therefore, if a physical
object is viewed at a distance approximately equal to the focal dis-
tance of the HMD, very little focus blur should occur. However, if
the distance to the physical object greatly differs from the HMD fo-
cal distance, a large amount of focus blur should be observed. This
implies that a static correction scheme will not suffice, but rather a
dynamic range of sharpening levels is required.

Based on this presumption, we designed and implemented a user
study investigation to quantify user perception of focus blur within
an OST AR system. Our experimental hypotheses are two-fold.
First, we believe preferential sharpening levels for each subject will
vary according to the magnitude of focal disparity, with more sharp-
ening desired at greater disparities, and very low sharpening de-
grees chosen for the low focal disparity conditions. Secondly, we
anticipate the users to select sharpening values which will follow a
similar trend as that predicted by our SharpView model over-all.

4.1 Subjects
13 participants (10 male, 3 female), between the ages of 22 and
33, participated in our study. All subjects were university students
recruited through email solicitation. Each subject was required to
provide written consent before proceeding with the study and was
provided monetary compensation for their time. 8 of the 13 sub-
jects stated that they possessed normal uncorrected vision. The re-
maining 5 required the use of corrective contact lenses, which were
worn throughout the duration of the task. Subjects were provided a
thorough explanation of the experimental hardware and procedure
before beginning any aspect of the experiment.

4.2 Experiment Platform
An Epson Moverio BT-200 OST HMD is used as the primary dis-
play worn by each subject. The Moverio is a binocular display

(a) (b)

Figure 4: Views of the eye tracking calibration process, as seen
through the HMD. (a) An on-screen cross-hair used during the gaze-
to-screen mapping phase of calibration. (b) Correct placement of the
red square during the position adjustment phase of system calibra-
tion.

(a) (b)

Figure 5: Location of subjects relative to reference images placed at
25 cm (a) and 500 cm (b) from the subjects’ eyes.

capable of presenting stereo imagery at 60Hz with a maximum res-
olution of 960⇥540 per eye. The focal distance of the display was
both independently measured and confirmed by the manufacturer
to be approximately 7m. In order to remove effects due to stere-
oscopy and binocular rivalry, the right eye piece of the display is
covered with a patch of black opaque cloth, Figure 3 (a). We at-
tached a Microsoft LifeCam HD-6000 webcam, set to a resolution
of 1280⇥720 at 30fps, beneath the left eye piece, Figure 3 (b). The
camera itself is modified by removing the infrared and adding a vis-
ible light filter along with a pair of IR LEDs. Measurements for the
left eye’s pupil diameter, as well as gaze direction, are made using
images captured by the HD-6000 and processed via version 0.4.5
of the PupilLabs open-source eye tracking software [22]. Accu-
racy of the gaze tracking was confirmed to within 1� with measures
recorded at the frame rate limitation of the cameras, 30Hz. The
OpenCV image processing library is used to perform the deconvo-
lution required by SharpView and generate the on-screen images
displayed at run time. A wireless hand held controller is addition-
ally used to record subject adjustments and responses during all
calibration and experimental tasks.

4.3 Eye Tracking
In order to induce and maintain the presence of focus blur during
our experimental task, subjects must be forced to fixate their gaze
onto physical objects in the world and also be prevented from shift-
ing their focus onto on-screen content. We incorporate an eye track-
ing process into our OST HMD system making it possible to deter-
mine the subject’s gaze direction and impose countermeasures to
prevent accommodation change when their gaze moves toward AR
imagery. A brief calibration process is required, though, in order to
map the subject’s gaze onto screen coordinates of the OST display.
We actually employ a two phase procedure to both calibrate our
eye-tracking system as well as adjust the placement of AR content
within the subject’s field of view.

First, we determine the direction of the subject’s gaze with re-
lation to the HMD screen. This process is accomplished through a
standard gaze mapping routine, commonly used to calibrate com-
mercial and consumer eye-tracking systems. A set of 12 cross-
hairs, positioned to uniformly cover the on-screen area of the HMD,
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Figure 9: Comparison between user-selected sigma and the sigma predicted by our SharpView algorithm; both values are expressed as degrees
of visual angle. The data points are color-coded according to focal disparity. The regression line is fit to the centroid (filled diamonds) of each
distance. Ideal correspondence between our SharpView model and user preference is represented by a dashed line along the diagonal.
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Figure 10: Data from Figure 9, averaged over all users. Ideal cor-
respondence between our SharpView model and user preference is
represented by a dashed line along the diagonal.

Figure 8 provides a side by side comparison of the user-s se-
lections and the modeled SharpView-s . Visual inspection reveals
a noticeable trend of increasing user-s values with increasing focal
distance disparity. The mean and standard error of the mean for
the four user-s groupings are also shown in Figure 8. Repeated
measures analysis of variance (ANOVA) across the user-s group-
ings, confirms that user-s significantly differs according to distance
(F(3,36) = 16.7, p < 0.001). A Ryan REGWQ post-hoc homoge-
neous subset test additionally indicates that all means are signifi-
cantly different at p  0.05.

The modeled SharpView-s , likewise, increases with larger focal
disparity distance, though at a slightly higher rate than the subject
selected values. Paired ANOVA testing across the separate user
and SharpView-s groupings at each disparity level shows that the

subject-chosen user-s values do significantly differ from the mod-
eled SharpView-s at the 200cm, 600cm, and 675cm focus dispar-
ity levels (F(1,12) = 39.2, p < 0.001, F(1,12) = 22.35, p < 0.001,
and F(1,12) = 4.705, p ⇡ 0.051, respectively). However no signif-
icance was found between user and SharpView-s at a disparity of
650cm (F < 1).

We obtain a second metric for quantifying the modeling accuracy
of our SharpView algorithm by plotting user-s versus SharpView-
s . Figure 9 provides a per-subject s comparison, while Fig-
ure 10 shows the comparison with all data combined. While both
the SharpView model and accommodative functions of the user
are both exponential in nature, our correspondence plots are in-
tended to visualize the correlation between our sharpening predic-
tion and user preference. Therefore, an ideal modeling between
our SharpView and user selections will result in a linear trend, ex-
pressed in each plot as a dashed line along the diagonal.

The regression lines, shown in black, are fit to the centroids of the
data clusters associated with recordings from each of the four focal
disparity levels. Inspection of per-subject comparisons, once again,
indicates that the modeled SharpView-s values increase at a larger
rate than the subject-selected s values. The complete data com-
parison, Figure 10, confirms that this is indeed the case. However,
it is clearly evident that the modeled SharpView-s is most accu-
rate at the 650cm focus disparity level, matching the ANOVA find-
ings. Additionally, the clustering exhibited by data points within
each distance level also reveals that subjects had the most consis-
tent agreement on s choices at the 200cm, 600cm, and 650cm dis-
parities. Mean and standard deviation values for both the user and
SharpView-s results at each distance level are provided in Table 1.

6 DISCUSSION

The impact of our experimental results is two-fold. Foremost, the
significant difference in user-s values across focus disparities, as
exhibited in Figure 8, confirms that subjects are not only able to
perceive the effects of focus blur on AR content, but also the im-
provement in clarity afforded by sharpening. Secondly, the sig-
nificant differences in user selected correction validates our claim
that focus blur mitigation requires a dynamic solution, such as our
SharpView algorithm.

Since the focal disparity is lowest at the 500cm reference im-
age distance—200cm focal difference—we would also expect the
effects from focus blur to be lowest during trials at this level. Con-
versely, as the disparity rises, the amount of focus blur perceived in
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1.4 Contribution

EyeAR is the first system to take an alternative approach to creating an AR DoF CG
image capable of being viewed using a commodity OST-HMD by measuring the user’s eye.
Because of this we are able to achieve high-quality CG DoF images which match the user’s
view of the real scene.

An example of these results can be seen in Figure 1.5. However, as our system measures
the user’s eye in real-time, the content displayed on the screen is dynamic, meaning the
users can focus their eyes on any part of the scene, and the CG will always reflect the state
of the user’s eye (See Figure 1.7 for an example).

Figure 1.5: Example of a user looking into the box enclosure. Left: Without EyeAR, You
can observe the DoF mismatch between CG (white hat) and real scene (dragon). Right:
With EyeAR, the CG’s DoF accurately matches the natural DoF of the real scene.

Because EyeAR is able to create accurate DoF images on OST-HMD display, all OST-
HMDs should include this functionality. However, the applications of EyeAR are not
limited to creating indistinguishable AR content as our system directly measures the eye.

For example, Sharpview (Oshima et al., 2015) sharpens content displayed on the screen
by approximating the user’s eye point spread function based on the user’s eye pupil size
and focal length, with EyeAR integrated into all commodity OST-HMD displays Shaprview
can directly use the measurements EyeAR obtains.

We can also directly compare EyeAR with a Light Field Display to see the pros and
cons of using EyeAR (refer to Figure 1.7).

5

Chapter 1

Introduction

The human visual system always focuses at a distinct depth and objects that lie at di↵erent
depths appear blurred, as the user’s focus depth changes di↵erent objects come in and out
of focus. This phenomenon is known as Depth of Field (DoF). Augmented Reality (AR) is
a technology which superimposes Computer Graphics (CG) images onto a users view of the
real world. With AR on Optical See-Through Head-Mounted Displays (OST-HMDs), users
can observe the CG and the real world simultaneously due to the nature of the transparent
display, however, this DoF phenomenon is not observed for AR on commodity OST-HMD
devices. This causes a mismatch between the observed CG and the real scene (See the
circled section in Figure 1.1).

Figure 1.1: Typical AR on OST-HMD scene with the user focusing on the objects in
the back, for objects in front there is a DoF mismatch between CG (hat) and real scene
(dragon) highlighted with the white circle.

1

OUR DISPLAYMOST DISPLAYS
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Estimate Std.error Wald Pr(> |W |) 95% Conf. interval
Intercept -0.561 0.565 0.99 0.3202 -1.67 to 0.55
TrialSequence 0.152 0.058 6.96 0.0083 0.04 to 0.27
Autorefractometer=on -1.841 0.273 45.65 < 10�10 -2.38 to -1.31
VirtualPillar 0.236 0.158 2.23 0.1357 -0.07 to 0.55
Age 0.010 0.013 0.58 0.4475 -0.02 to 0.04
Gender 0.872 0.304 8.23 0.0041 0.28 to 1.47

Table 1: Coefficients and p-values of the experimental variables of a linear model
fitting using GEE with correlation structure=exchangeable. The p-values show that
Autorefractometer is the main contributor to the model but not the only one, also
gender and TrialSequence are significant. Trial sequence referred to the order trials
were carried out, showing that there is a learning effect.

and CIC=3.34, having again Autorefractometer (p< 10�10) the
strongest predictor, but both TrialSequence (p=0.022) and Gender
(p=0.013) also need to be taken into account.

5.7 Discussion

We had two hypotheses when running this experiment. The first
hypothesis, H1, was that with the autorefractometer on, the user
would not be able to distinguish the virtual pillar from the real ones.
We only found support for this hypothesis when the virtual pillar
was the blue one, but not for the other two, green, and red. We
speculate that the distance where the pillars were placed in relation
to the position of the semi-transparent display is a very important
factor to correct the display-eye focal depth difference, as discussed
in Section 3.3. The error that resulted from this difference made it
easier to distinguish the virtual pillars from the real counterparts.
We also need to take into account that there was a learning effect.
Participants found it easier to guess it correctly towards the final
trials.

The second hypothesis, H2, was that with the autorefractome-
ter off, participants would identify the virtual pillar correctly more
often compared to the other experimental condition, when the data
from the autorrefractometer was used to adjust the blurriness of the
virtual pillar. The results from the regression analysis using GEE
support this hypothesis, showing that Autrorefractometer was the
strongest predictor in the different models where we tested. Besides
the learning effect aforementioned, we also found out that there was
a significant difference between genders. On the other side, the age
of the participant was not a significant contributor of our model.

6 FUTURE WORK AND CONCLUSIONS

There is a need for refocusable CG for OST-AR in order to create
realistic scenes where objects are placed at different depths. In this
paper, we have presented the design of a display concept based on
the user’s eye measurements as an alternative to LFDs, then imple-
mented three tabletop prototypes that emulate an OST-HMD setup
and can accurately match the DoF of virtual objects to real objects.
We then evaluated our third prototype with a user study to verify
our claims. Our results strongly support H2, which stated that our
closed loop system creates significantly more realistic renderings
than a system, which does not measure the user’s eyes. However,
our first hypothesis H1 was rejected for the pillars in the back-
ground and foreground, likely due to the CG reconstruction error
that is caused by the screen-object disparity.

We have identified three main areas for future work: First, and
most important, improve the prototype to deal with the screen-
object disparity. Second, to miniaturize the autorefractometer and

integrate it into an OST-HMD. Third, refine our methodology for
conducting AR Turing Tests and carry out several more.

Concerning the screen-object disparity, SharpView could be the
ideal solution. However, we still need to investigate how to build
user-specific PSFs, including 3D PSFs, and model the dynamic
accommodation process. In order to achieve the required optical
power, we are now considering programmable optical elements;
this approach has been successfully demonstrated in the dual prob-
lem of increasing the DoF of projectors through coded apertures [8]
and fast focal sweeps based on a shape-changing lens [12].

In terms of portability, we aim to study how to reduce the size
of our system to the point that it can be integrated into an HMD.
Additionally, the update rate our system (5Hz) can be sufficient to
refocus between distances several meters away from the eye, but
can lead to noticeable latency when quickly refocusing between ob-
jects placed near the eye as in our tabletop setup, where the farthest
object was 0.5m away.

It is also part of our future work to improve the experimental
design and standarize a methodology to carry out AR Turing Tests.
In our experiment, we used three pillars with plain textures. We aim
to carry out experiments using more complex scenes that include
objects of different shapes, materials with different parameters of
surface rugosity, and models of light scattering. With increasingly
complex scenes, experimental measurements could collect ordinal
instead of binary answers from participants in order to provide more
facetted results.

Referring back to our previously published taxonomy of AR dis-
plays [31], EyeAR is an instance of a Personalized AR display, as
opposed to the LFD approach, which is an instance of Surround AR.
We are convinced that our approach has significant advantages over
LFDs, a very obvious one being backwards compatibility. We envi-
sion an EyeAR hardware module, which can turn any legacy OST-
HMD into a powerful display, perceptually equivalent to a LFD.
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Figure 1: The cause and effect of focus blur in Optical See-Through (OST) Head-Mounted Display (HMD) systems. (a) A user wearing the OST
HMD and related hardware used in our study. (b) Simplified schematic of an OST AR system. Blurring occurs when the virtual display screen
and real world imagery are viewed at unequal focal distances. (c), (d), (e): Views through an OST Augmented Reality system, where the real
world image (c) is in focus, causing the virtual image (d) to appear blurred; (e) an improved virtual image after application of SharpView.

ABSTRACT

Augmented Reality (AR) systems, which utilize optical see-through
head-mounted displays, are becoming more common place, with
several consumer level options already available, and the promise of
additional, more advanced, devices on the horizon. A common fac-
tor among current generation optical see-through devices, though,
is fixed focal distance to virtual content. While fixed focus is not a
concern for video see-through AR, since both virtual and real world
imagery are combined into a single image by the display, unequal
distances between real world objects and the virtual display screen
in optical see-through AR is unavoidable.

In this work, we investigate the issue of focus blur, in particular,
the blurring caused by simultaneously viewing virtual content and
physical objects in the environment at differing focal distances. We
additionally examine the application of dynamic sharpening filters
as a straight forward, system independent, means for mitigating this
effect improving the clarity of defocused AR content. We assess the
utility of this method, termed SharpView, by employing an adjust-
ment experiment in which users actively apply varying amounts of
sharpening to reduce the perception of blur in AR content shown at
four focal disparity levels relative to real world imagery.

Our experimental results confirm that dynamic correction
schemes are required for adequately addressing the presence of blur
in Optical See-Through AR. Furthermore, we validate the ability of
our SharpView model to improve the perceived visual clarity of fo-
cus blurred content, with optimal performance at focal differences
well suited for near field AR applications.
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1 INTRODUCTION

Optical See-Through (OST) Head-Mounted Displays (HMDs) have
seen an increase in both popularity and accessibility with the re-
lease of several consumer level options, including Google Glass
and Epson Moverio BT-200, and announced future offerings, such
as Microsoft’s HoloLens, on the horizon. The transparent display
technology used in these HMDs affords a unique experience, allow-
ing the user to view on-screen computer generated (CG) content
while maintaining a direct view of their environment, a property
extremely well suited for augmented reality (AR) systems. Un-
fortunately, the current generation of consumer-level OST HMDs
are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
inducing focal rivalry as the eye’s optical system must continuously
adjust to accommodate both the real and virtual items.

Figure 1 (a) and (b) illustrate an OST AR system in which a user
concurrently observes real and CG images at disparate distances.
As the eye’s accommodation changes to match the focal distance of
the real image, Figure 1 (c), the on-screen image appears blurred,
Figure 1 (d). Naturally, the amount of blur perceived is directly re-
lated to accommodative ability, which varies from person to person
and undergoes further changes with age. The majority of individ-
uals experience steady decline in accommodative ability between
child and adulthood [8], with more rapid decreases beginning to
onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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Figure 1: The cause and effect of focus blur in Optical See-Through (OST) Head-Mounted Display (HMD) systems. (a) A user wearing the OST
HMD and related hardware used in our study. (b) Simplified schematic of an OST AR system. Blurring occurs when the virtual display screen
and real world imagery are viewed at unequal focal distances. (c), (d), (e): Views through an OST Augmented Reality system, where the real
world image (c) is in focus, causing the virtual image (d) to appear blurred; (e) an improved virtual image after application of SharpView.

ABSTRACT

Augmented Reality (AR) systems, which utilize optical see-through
head-mounted displays, are becoming more common place, with
several consumer level options already available, and the promise of
additional, more advanced, devices on the horizon. A common fac-
tor among current generation optical see-through devices, though,
is fixed focal distance to virtual content. While fixed focus is not a
concern for video see-through AR, since both virtual and real world
imagery are combined into a single image by the display, unequal
distances between real world objects and the virtual display screen
in optical see-through AR is unavoidable.

In this work, we investigate the issue of focus blur, in particular,
the blurring caused by simultaneously viewing virtual content and
physical objects in the environment at differing focal distances. We
additionally examine the application of dynamic sharpening filters
as a straight forward, system independent, means for mitigating this
effect improving the clarity of defocused AR content. We assess the
utility of this method, termed SharpView, by employing an adjust-
ment experiment in which users actively apply varying amounts of
sharpening to reduce the perception of blur in AR content shown at
four focal disparity levels relative to real world imagery.

Our experimental results confirm that dynamic correction
schemes are required for adequately addressing the presence of blur
in Optical See-Through AR. Furthermore, we validate the ability of
our SharpView model to improve the perceived visual clarity of fo-
cus blurred content, with optimal performance at focal differences
well suited for near field AR applications.
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1 INTRODUCTION

Optical See-Through (OST) Head-Mounted Displays (HMDs) have
seen an increase in both popularity and accessibility with the re-
lease of several consumer level options, including Google Glass
and Epson Moverio BT-200, and announced future offerings, such
as Microsoft’s HoloLens, on the horizon. The transparent display
technology used in these HMDs affords a unique experience, allow-
ing the user to view on-screen computer generated (CG) content
while maintaining a direct view of their environment, a property
extremely well suited for augmented reality (AR) systems. Un-
fortunately, the current generation of consumer-level OST HMDs
are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
inducing focal rivalry as the eye’s optical system must continuously
adjust to accommodate both the real and virtual items.

Figure 1 (a) and (b) illustrate an OST AR system in which a user
concurrently observes real and CG images at disparate distances.
As the eye’s accommodation changes to match the focal distance of
the real image, Figure 1 (c), the on-screen image appears blurred,
Figure 1 (d). Naturally, the amount of blur perceived is directly re-
lated to accommodative ability, which varies from person to person
and undergoes further changes with age. The majority of individ-
uals experience steady decline in accommodative ability between
child and adulthood [8], with more rapid decreases beginning to
onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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Fig. 1. Experimental hardware and design. (a) Display and camera system. (b) Task layout. (c) Pillars task. (d) Cubes task.

Abstract— With the growing availability of optical see-through (OST) head-mounted displays (HMDs), there is a present need for
robust, uncomplicated, and automatic calibration methods suited for non-expert users. This work presents the results of a user study
which both objectively and subjectively examines registration accuracy produced by three OST HMD calibration methods: (1) SPAAM,
(2) Degraded SPAAM, and (3) Recycled INDICA, a recently developed semi-automatic calibration method. Accuracy metrics used
for evaluation include subject provided quality values and error between perceived and absolute registration coordinates. Our results
show all three calibration methods produce very accurate registration in the horizontal direction but caused subjects to perceive the
distance of virtual objects to be closer than intended. Surprisingly, the semi-automatic calibration method produced more accurate
registration vertically and in perceived object distance overall. User assessed quality values were also the highest for Recycled
INDICA, particularly when objects were shown at distance. The results of this study confirm that Recycled INDICA is capable of
producing equal or superior on-screen registration compared to common OST HMD calibration methods. We also identify a potential
hazard in using reprojection error as a quantitative analysis technique to predict registration accuracy. We conclude with discussing
the further need for examining INDICA calibration in binocular HMD systems, and the present possibility for creation of a closed-loop
continuous calibration method for OST Augmented Reality.
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1 INTRODUCTION

Optical see-through (OST) augmented reality (AR) systems allow the
overlay of visual information onto a user’s view of the real world. The
primary benefit of these systems, specifically in conjunction with head
mounted display (HMD) hardware, is the ability of the user to maintain
a view of the real environment from the perspective of their own eyes.
This is in contrast to video see-through (VST) AR systems, in which
users view the environment from the perspective of a camera. Al-
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lowing a continuous hands-free view of the environment also lessens
safety concerns from visibility loss due to hardware malfunction, as
is the case in military AR usage [20], where constant sight is of the
utmost importance. The utility of both OST and VST AR is further
enhanced when the location of on-screen information is used to pro-
vide additional meaning and context.

In both VST and OST AR, information is fundamentally displayed
in one of two reference frames: Screen Space and World Space. Infor-
mation shown within screen space is statically positioned and does not
appear displayed relative to any particular location or object within
the world. This type of presentation is common in applications fa-
cilitating manufacturing or assembly style tasks where the AR visual
components list instruction sets or other environment independent in-
formation [4]. On-screen items rendered within world space appear
to have a 3D position within the environment and are registered, dis-
played relative, to fixed locations or objects. This display method re-
quires sufficiently accurate registration between on-screen geometry
and the visible environment in order to be effective [19]. Achieving an
adequate level of world space registration accuracy requires the effec-
tual employment of calibration mechanisms.

The goal of OST HMD calibration is to model the virtual camera
projection matrix, used to render virtual geometry, such that it closely
matches the real viewing frustum created by the user’s eye and the
display optics. Unlike VST AR, where computer vision techniques
are used to correct registration [10, 16, 17], calibration of OST AR is
not straightforward. VST techniques are difficult or impossible to use
for correction in OST displays since the “camera” in these systems is
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PHILOSOPHY: TRUE AUGMENTED REALITY 

 

There have been a number of shape displays based on pin 
architecture. The FEELEX project [14] was one of the early 
attempts to design combined shapes and computer graphics 
displays that can be explored by touch. FEELEX consisted 
of several mechanical pistons actuated by motors and cov-
ered by a soft silicon surface. The images were projected 
onto its surface and synchronized with the movement of the 
pistons, creating simple shapes.  

Lumen [32] is a low resolution, 13 by 13-pixel, bit-map 
display where each pixel can also physically move up and 
down (Figure 4). The resulting display can present both 2D 
graphic images and moving physical shapes that can be 
observed, touched, and felt with the hands. The 2D position 
sensor built into the surface of Lumen allows users to input 
commands and manipulate shapes with their hands. 

Other related project are PopUp and Glowbits devices [18, 
33]. PopUp consists of an array of rods that can be moved 
up and down using shape memory alloy actuators. The 
PopUp, however, does not have a visual and interactive 
component. Glowbits by Daniel Hirschmann (Figure 3) is a 
2D array of rods with attached LEDs; the motorized rods 
can move up and down and LEDs can change their colors. 

Discussion 
We have overviews a number of reasons why actuation can 
be used in user interfaces. We summarize them in Table 1. 

 

Applications Examples 

Aesthetics Automata, ambient displays, 
shape displays 

Information 
communication 

Ambient displays, haptic 
displays, shape displays 

Mechanical work Robots 

Controls—data 
consistency 

Actuated tangibles 

People-to-people 
communication 

Haptic displays 

Table 1: Applications of actuation in user interfaces 

 

Most of the actual devices potentially span more then one 
application area and it seems that there is a lot of room for 
innovation and using some of the actuated interfaces in new 
application areas. For examples, robots could  be used for 
information communication and ambient displays could be 
used for people-to-people communication.  

Future research in actuated interfaces might attempt to sys-
tematically investigate applications of actuated devices for 
various applications, some if which are perhaps not listed 
above. In the next section we provide analysis of shape dis-
plays and there possible applications. 

 

 

 

 
Figure 3: Shape displays (from top): Protrude, Flow, 

Snoil, Aegis Hyposurface, Glowbits 

2.1 Runtime Environments for User Interfaces in Ubiquitous Augmented Reality

Figure 2.7: Hand-fixed reference frame: Augmentations move with the hand of the user. This
example shows a user discussing a virtual map with another user. To observe the
map from di↵erent angles, he can pick it up from the body-fixed toolchest around
his belt and put it in his hand.

Figure 2.8: Head-fixed reference frame: Augmentations move with the head gaze of the user.
The example shows a map of the environment that supports a navigational task.
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Figure 1: The cause and effect of focus blur in Optical See-Through (OST) Head-Mounted Display (HMD) systems. (a) A user wearing the OST
HMD and related hardware used in our study. (b) Simplified schematic of an OST AR system. Blurring occurs when the virtual display screen
and real world imagery are viewed at unequal focal distances. (c), (d), (e): Views through an OST Augmented Reality system, where the real
world image (c) is in focus, causing the virtual image (d) to appear blurred; (e) an improved virtual image after application of SharpView.

ABSTRACT

Augmented Reality (AR) systems, which utilize optical see-through
head-mounted displays, are becoming more common place, with
several consumer level options already available, and the promise of
additional, more advanced, devices on the horizon. A common fac-
tor among current generation optical see-through devices, though,
is fixed focal distance to virtual content. While fixed focus is not a
concern for video see-through AR, since both virtual and real world
imagery are combined into a single image by the display, unequal
distances between real world objects and the virtual display screen
in optical see-through AR is unavoidable.

In this work, we investigate the issue of focus blur, in particular,
the blurring caused by simultaneously viewing virtual content and
physical objects in the environment at differing focal distances. We
additionally examine the application of dynamic sharpening filters
as a straight forward, system independent, means for mitigating this
effect improving the clarity of defocused AR content. We assess the
utility of this method, termed SharpView, by employing an adjust-
ment experiment in which users actively apply varying amounts of
sharpening to reduce the perception of blur in AR content shown at
four focal disparity levels relative to real world imagery.

Our experimental results confirm that dynamic correction
schemes are required for adequately addressing the presence of blur
in Optical See-Through AR. Furthermore, we validate the ability of
our SharpView model to improve the perceived visual clarity of fo-
cus blurred content, with optimal performance at focal differences
well suited for near field AR applications.
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1 INTRODUCTION

Optical See-Through (OST) Head-Mounted Displays (HMDs) have
seen an increase in both popularity and accessibility with the re-
lease of several consumer level options, including Google Glass
and Epson Moverio BT-200, and announced future offerings, such
as Microsoft’s HoloLens, on the horizon. The transparent display
technology used in these HMDs affords a unique experience, allow-
ing the user to view on-screen computer generated (CG) content
while maintaining a direct view of their environment, a property
extremely well suited for augmented reality (AR) systems. Un-
fortunately, the current generation of consumer-level OST HMDs
are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
inducing focal rivalry as the eye’s optical system must continuously
adjust to accommodate both the real and virtual items.

Figure 1 (a) and (b) illustrate an OST AR system in which a user
concurrently observes real and CG images at disparate distances.
As the eye’s accommodation changes to match the focal distance of
the real image, Figure 1 (c), the on-screen image appears blurred,
Figure 1 (d). Naturally, the amount of blur perceived is directly re-
lated to accommodative ability, which varies from person to person
and undergoes further changes with age. The majority of individ-
uals experience steady decline in accommodative ability between
child and adulthood [8], with more rapid decreases beginning to
onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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In this work, we investigate the issue of focus blur, in particular,
the blurring caused by simultaneously viewing virtual content and
physical objects in the environment at differing focal distances. We
additionally examine the application of dynamic sharpening filters
as a straight forward, system independent, means for mitigating this
effect improving the clarity of defocused AR content. We assess the
utility of this method, termed SharpView, by employing an adjust-
ment experiment in which users actively apply varying amounts of
sharpening to reduce the perception of blur in AR content shown at
four focal disparity levels relative to real world imagery.

Our experimental results confirm that dynamic correction
schemes are required for adequately addressing the presence of blur
in Optical See-Through AR. Furthermore, we validate the ability of
our SharpView model to improve the perceived visual clarity of fo-
cus blurred content, with optimal performance at focal differences
well suited for near field AR applications.
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1 INTRODUCTION

Optical See-Through (OST) Head-Mounted Displays (HMDs) have
seen an increase in both popularity and accessibility with the re-
lease of several consumer level options, including Google Glass
and Epson Moverio BT-200, and announced future offerings, such
as Microsoft’s HoloLens, on the horizon. The transparent display
technology used in these HMDs affords a unique experience, allow-
ing the user to view on-screen computer generated (CG) content
while maintaining a direct view of their environment, a property
extremely well suited for augmented reality (AR) systems. Un-
fortunately, the current generation of consumer-level OST HMDs
are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
inducing focal rivalry as the eye’s optical system must continuously
adjust to accommodate both the real and virtual items.

Figure 1 (a) and (b) illustrate an OST AR system in which a user
concurrently observes real and CG images at disparate distances.
As the eye’s accommodation changes to match the focal distance of
the real image, Figure 1 (c), the on-screen image appears blurred,
Figure 1 (d). Naturally, the amount of blur perceived is directly re-
lated to accommodative ability, which varies from person to person
and undergoes further changes with age. The majority of individ-
uals experience steady decline in accommodative ability between
child and adulthood [8], with more rapid decreases beginning to
onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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Fig. 1. Experimental hardware and design. (a) Display and camera system. (b) Task layout. (c) Pillars task. (d) Cubes task.
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1 INTRODUCTION

Optical see-through (OST) augmented reality (AR) systems allow the
overlay of visual information onto a user’s view of the real world. The
primary benefit of these systems, specifically in conjunction with head
mounted display (HMD) hardware, is the ability of the user to maintain
a view of the real environment from the perspective of their own eyes.
This is in contrast to video see-through (VST) AR systems, in which
users view the environment from the perspective of a camera. Al-
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lowing a continuous hands-free view of the environment also lessens
safety concerns from visibility loss due to hardware malfunction, as
is the case in military AR usage [20], where constant sight is of the
utmost importance. The utility of both OST and VST AR is further
enhanced when the location of on-screen information is used to pro-
vide additional meaning and context.

In both VST and OST AR, information is fundamentally displayed
in one of two reference frames: Screen Space and World Space. Infor-
mation shown within screen space is statically positioned and does not
appear displayed relative to any particular location or object within
the world. This type of presentation is common in applications fa-
cilitating manufacturing or assembly style tasks where the AR visual
components list instruction sets or other environment independent in-
formation [4]. On-screen items rendered within world space appear
to have a 3D position within the environment and are registered, dis-
played relative, to fixed locations or objects. This display method re-
quires sufficiently accurate registration between on-screen geometry
and the visible environment in order to be effective [19]. Achieving an
adequate level of world space registration accuracy requires the effec-
tual employment of calibration mechanisms.

The goal of OST HMD calibration is to model the virtual camera
projection matrix, used to render virtual geometry, such that it closely
matches the real viewing frustum created by the user’s eye and the
display optics. Unlike VST AR, where computer vision techniques
are used to correct registration [10, 16, 17], calibration of OST AR is
not straightforward. VST techniques are difficult or impossible to use
for correction in OST displays since the “camera” in these systems is
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PHILOSOPHY: TRUE AUGMENTED REALITY 

 

There have been a number of shape displays based on pin 
architecture. The FEELEX project [14] was one of the early 
attempts to design combined shapes and computer graphics 
displays that can be explored by touch. FEELEX consisted 
of several mechanical pistons actuated by motors and cov-
ered by a soft silicon surface. The images were projected 
onto its surface and synchronized with the movement of the 
pistons, creating simple shapes.  

Lumen [32] is a low resolution, 13 by 13-pixel, bit-map 
display where each pixel can also physically move up and 
down (Figure 4). The resulting display can present both 2D 
graphic images and moving physical shapes that can be 
observed, touched, and felt with the hands. The 2D position 
sensor built into the surface of Lumen allows users to input 
commands and manipulate shapes with their hands. 

Other related project are PopUp and Glowbits devices [18, 
33]. PopUp consists of an array of rods that can be moved 
up and down using shape memory alloy actuators. The 
PopUp, however, does not have a visual and interactive 
component. Glowbits by Daniel Hirschmann (Figure 3) is a 
2D array of rods with attached LEDs; the motorized rods 
can move up and down and LEDs can change their colors. 

Discussion 
We have overviews a number of reasons why actuation can 
be used in user interfaces. We summarize them in Table 1. 

 

Applications Examples 

Aesthetics Automata, ambient displays, 
shape displays 

Information 
communication 

Ambient displays, haptic 
displays, shape displays 

Mechanical work Robots 

Controls—data 
consistency 

Actuated tangibles 

People-to-people 
communication 

Haptic displays 

Table 1: Applications of actuation in user interfaces 

 

Most of the actual devices potentially span more then one 
application area and it seems that there is a lot of room for 
innovation and using some of the actuated interfaces in new 
application areas. For examples, robots could  be used for 
information communication and ambient displays could be 
used for people-to-people communication.  

Future research in actuated interfaces might attempt to sys-
tematically investigate applications of actuated devices for 
various applications, some if which are perhaps not listed 
above. In the next section we provide analysis of shape dis-
plays and there possible applications. 

 

 

 

 
Figure 3: Shape displays (from top): Protrude, Flow, 

Snoil, Aegis Hyposurface, Glowbits 

2.1 Runtime Environments for User Interfaces in Ubiquitous Augmented Reality

Figure 2.7: Hand-fixed reference frame: Augmentations move with the hand of the user. This
example shows a user discussing a virtual map with another user. To observe the
map from di↵erent angles, he can pick it up from the body-fixed toolchest around
his belt and put it in his hand.

Figure 2.8: Head-fixed reference frame: Augmentations move with the head gaze of the user.
The example shows a map of the environment that supports a navigational task.

A Software Toolkit and Authoring Tools for User Interfaces in Ubiquitous Augmented Reality 21
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Rehabilitation & Sports Medicine 
Frozen Shoulder 

 

SHOULDER - 26   
Range of Motion Exercises: 
Pendulum (Circular) 
 
Let arm move in a circle 
clockwise, then counter- 
clockwise, by rocking body 
weight in a circular pattern. 
 
Repeat 10 times.   
Do 3-5 sessions per day. 

SHOULDER - 7   
Range of Motion Exercises 
(Self-Stretching Activities): 
Flexion 
 
Sitting upright, slide forearm 
forward along table, bending 
from waist until a stretch is 
felt. Hold 30 seconds. 
 
Repeat 1-4 times   
Do 1 session per day. 

SHOULDER - 11   
Range of Motion Exercises 
(Self-Stretching Activities): 
External Rotation (alternate) 
 
Keep palm of hand against 
door frame, and elbow bent at 
90°. Turn body from fixed 
hand until a stretch is felt. 
Hold 30 seconds. 
 
Repeat 1-4 times   
Do 1 session per day. 

SHOULDER - 9   
Range of Motion Exercises (Self-
Stretching Activities): Abduction 
 
With arm resting on table, palm up, bring 
head down toward arm and simultaneously 
move trunk away from table. Hold 30 
seconds. 
 
Repeat 1-4 times  Do 1 session per day. 

SHOULDER - 73   
Towel Stretch for Internal 
Rotation 
 
Pull involved arm up 
behind back by pulling 
towel upward with other 
arm. Hold 30 seconds. 
 
Repeat 1-4 times   
Do 1 session per day. 

SCAP SETS 
 
Pull your shoulders back, 
pinching the shoulder 
blades together. Do not let 
the shoulders come 
forward. Hold 5-10 
seconds. 
 
Repeat 10 times   
Do 1 session per day. 
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Figure 1: The cause and effect of focus blur in Optical See-Through (OST) Head-Mounted Display (HMD) systems. (a) A user wearing the OST
HMD and related hardware used in our study. (b) Simplified schematic of an OST AR system. Blurring occurs when the virtual display screen
and real world imagery are viewed at unequal focal distances. (c), (d), (e): Views through an OST Augmented Reality system, where the real
world image (c) is in focus, causing the virtual image (d) to appear blurred; (e) an improved virtual image after application of SharpView.

ABSTRACT

Augmented Reality (AR) systems, which utilize optical see-through
head-mounted displays, are becoming more common place, with
several consumer level options already available, and the promise of
additional, more advanced, devices on the horizon. A common fac-
tor among current generation optical see-through devices, though,
is fixed focal distance to virtual content. While fixed focus is not a
concern for video see-through AR, since both virtual and real world
imagery are combined into a single image by the display, unequal
distances between real world objects and the virtual display screen
in optical see-through AR is unavoidable.

In this work, we investigate the issue of focus blur, in particular,
the blurring caused by simultaneously viewing virtual content and
physical objects in the environment at differing focal distances. We
additionally examine the application of dynamic sharpening filters
as a straight forward, system independent, means for mitigating this
effect improving the clarity of defocused AR content. We assess the
utility of this method, termed SharpView, by employing an adjust-
ment experiment in which users actively apply varying amounts of
sharpening to reduce the perception of blur in AR content shown at
four focal disparity levels relative to real world imagery.

Our experimental results confirm that dynamic correction
schemes are required for adequately addressing the presence of blur
in Optical See-Through AR. Furthermore, we validate the ability of
our SharpView model to improve the perceived visual clarity of fo-
cus blurred content, with optimal performance at focal differences
well suited for near field AR applications.
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1 INTRODUCTION

Optical See-Through (OST) Head-Mounted Displays (HMDs) have
seen an increase in both popularity and accessibility with the re-
lease of several consumer level options, including Google Glass
and Epson Moverio BT-200, and announced future offerings, such
as Microsoft’s HoloLens, on the horizon. The transparent display
technology used in these HMDs affords a unique experience, allow-
ing the user to view on-screen computer generated (CG) content
while maintaining a direct view of their environment, a property
extremely well suited for augmented reality (AR) systems. Un-
fortunately, the current generation of consumer-level OST HMDs
are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
inducing focal rivalry as the eye’s optical system must continuously
adjust to accommodate both the real and virtual items.

Figure 1 (a) and (b) illustrate an OST AR system in which a user
concurrently observes real and CG images at disparate distances.
As the eye’s accommodation changes to match the focal distance of
the real image, Figure 1 (c), the on-screen image appears blurred,
Figure 1 (d). Naturally, the amount of blur perceived is directly re-
lated to accommodative ability, which varies from person to person
and undergoes further changes with age. The majority of individ-
uals experience steady decline in accommodative ability between
child and adulthood [8], with more rapid decreases beginning to
onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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distances between real world objects and the virtual display screen
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as a straight forward, system independent, means for mitigating this
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ment experiment in which users actively apply varying amounts of
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ing the user to view on-screen computer generated (CG) content
while maintaining a direct view of their environment, a property
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corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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Fig. 1. Experimental hardware and design. (a) Display and camera system. (b) Task layout. (c) Pillars task. (d) Cubes task.

Abstract— With the growing availability of optical see-through (OST) head-mounted displays (HMDs), there is a present need for
robust, uncomplicated, and automatic calibration methods suited for non-expert users. This work presents the results of a user study
which both objectively and subjectively examines registration accuracy produced by three OST HMD calibration methods: (1) SPAAM,
(2) Degraded SPAAM, and (3) Recycled INDICA, a recently developed semi-automatic calibration method. Accuracy metrics used
for evaluation include subject provided quality values and error between perceived and absolute registration coordinates. Our results
show all three calibration methods produce very accurate registration in the horizontal direction but caused subjects to perceive the
distance of virtual objects to be closer than intended. Surprisingly, the semi-automatic calibration method produced more accurate
registration vertically and in perceived object distance overall. User assessed quality values were also the highest for Recycled
INDICA, particularly when objects were shown at distance. The results of this study confirm that Recycled INDICA is capable of
producing equal or superior on-screen registration compared to common OST HMD calibration methods. We also identify a potential
hazard in using reprojection error as a quantitative analysis technique to predict registration accuracy. We conclude with discussing
the further need for examining INDICA calibration in binocular HMD systems, and the present possibility for creation of a closed-loop
continuous calibration method for OST Augmented Reality.

Index Terms—Calibration, user study, OST HMD, INDICA, SPAAM, eye tracking

1 INTRODUCTION

Optical see-through (OST) augmented reality (AR) systems allow the
overlay of visual information onto a user’s view of the real world. The
primary benefit of these systems, specifically in conjunction with head
mounted display (HMD) hardware, is the ability of the user to maintain
a view of the real environment from the perspective of their own eyes.
This is in contrast to video see-through (VST) AR systems, in which
users view the environment from the perspective of a camera. Al-
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lowing a continuous hands-free view of the environment also lessens
safety concerns from visibility loss due to hardware malfunction, as
is the case in military AR usage [20], where constant sight is of the
utmost importance. The utility of both OST and VST AR is further
enhanced when the location of on-screen information is used to pro-
vide additional meaning and context.

In both VST and OST AR, information is fundamentally displayed
in one of two reference frames: Screen Space and World Space. Infor-
mation shown within screen space is statically positioned and does not
appear displayed relative to any particular location or object within
the world. This type of presentation is common in applications fa-
cilitating manufacturing or assembly style tasks where the AR visual
components list instruction sets or other environment independent in-
formation [4]. On-screen items rendered within world space appear
to have a 3D position within the environment and are registered, dis-
played relative, to fixed locations or objects. This display method re-
quires sufficiently accurate registration between on-screen geometry
and the visible environment in order to be effective [19]. Achieving an
adequate level of world space registration accuracy requires the effec-
tual employment of calibration mechanisms.

The goal of OST HMD calibration is to model the virtual camera
projection matrix, used to render virtual geometry, such that it closely
matches the real viewing frustum created by the user’s eye and the
display optics. Unlike VST AR, where computer vision techniques
are used to correct registration [10, 16, 17], calibration of OST AR is
not straightforward. VST techniques are difficult or impossible to use
for correction in OST displays since the “camera” in these systems is
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PHILOSOPHY: TRUE AUGMENTED REALITY 

 

There have been a number of shape displays based on pin 
architecture. The FEELEX project [14] was one of the early 
attempts to design combined shapes and computer graphics 
displays that can be explored by touch. FEELEX consisted 
of several mechanical pistons actuated by motors and cov-
ered by a soft silicon surface. The images were projected 
onto its surface and synchronized with the movement of the 
pistons, creating simple shapes.  

Lumen [32] is a low resolution, 13 by 13-pixel, bit-map 
display where each pixel can also physically move up and 
down (Figure 4). The resulting display can present both 2D 
graphic images and moving physical shapes that can be 
observed, touched, and felt with the hands. The 2D position 
sensor built into the surface of Lumen allows users to input 
commands and manipulate shapes with their hands. 

Other related project are PopUp and Glowbits devices [18, 
33]. PopUp consists of an array of rods that can be moved 
up and down using shape memory alloy actuators. The 
PopUp, however, does not have a visual and interactive 
component. Glowbits by Daniel Hirschmann (Figure 3) is a 
2D array of rods with attached LEDs; the motorized rods 
can move up and down and LEDs can change their colors. 

Discussion 
We have overviews a number of reasons why actuation can 
be used in user interfaces. We summarize them in Table 1. 

 

Applications Examples 

Aesthetics Automata, ambient displays, 
shape displays 

Information 
communication 

Ambient displays, haptic 
displays, shape displays 

Mechanical work Robots 

Controls—data 
consistency 

Actuated tangibles 

People-to-people 
communication 

Haptic displays 

Table 1: Applications of actuation in user interfaces 

 

Most of the actual devices potentially span more then one 
application area and it seems that there is a lot of room for 
innovation and using some of the actuated interfaces in new 
application areas. For examples, robots could  be used for 
information communication and ambient displays could be 
used for people-to-people communication.  

Future research in actuated interfaces might attempt to sys-
tematically investigate applications of actuated devices for 
various applications, some if which are perhaps not listed 
above. In the next section we provide analysis of shape dis-
plays and there possible applications. 

 

 

 

 
Figure 3: Shape displays (from top): Protrude, Flow, 

Snoil, Aegis Hyposurface, Glowbits 

2.1 Runtime Environments for User Interfaces in Ubiquitous Augmented Reality

Figure 2.7: Hand-fixed reference frame: Augmentations move with the hand of the user. This
example shows a user discussing a virtual map with another user. To observe the
map from di↵erent angles, he can pick it up from the body-fixed toolchest around
his belt and put it in his hand.

Figure 2.8: Head-fixed reference frame: Augmentations move with the head gaze of the user.
The example shows a map of the environment that supports a navigational task.
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Figure 1: The cause and effect of focus blur in Optical See-Through (OST) Head-Mounted Display (HMD) systems. (a) A user wearing the OST
HMD and related hardware used in our study. (b) Simplified schematic of an OST AR system. Blurring occurs when the virtual display screen
and real world imagery are viewed at unequal focal distances. (c), (d), (e): Views through an OST Augmented Reality system, where the real
world image (c) is in focus, causing the virtual image (d) to appear blurred; (e) an improved virtual image after application of SharpView.

ABSTRACT

Augmented Reality (AR) systems, which utilize optical see-through
head-mounted displays, are becoming more common place, with
several consumer level options already available, and the promise of
additional, more advanced, devices on the horizon. A common fac-
tor among current generation optical see-through devices, though,
is fixed focal distance to virtual content. While fixed focus is not a
concern for video see-through AR, since both virtual and real world
imagery are combined into a single image by the display, unequal
distances between real world objects and the virtual display screen
in optical see-through AR is unavoidable.

In this work, we investigate the issue of focus blur, in particular,
the blurring caused by simultaneously viewing virtual content and
physical objects in the environment at differing focal distances. We
additionally examine the application of dynamic sharpening filters
as a straight forward, system independent, means for mitigating this
effect improving the clarity of defocused AR content. We assess the
utility of this method, termed SharpView, by employing an adjust-
ment experiment in which users actively apply varying amounts of
sharpening to reduce the perception of blur in AR content shown at
four focal disparity levels relative to real world imagery.

Our experimental results confirm that dynamic correction
schemes are required for adequately addressing the presence of blur
in Optical See-Through AR. Furthermore, we validate the ability of
our SharpView model to improve the perceived visual clarity of fo-
cus blurred content, with optimal performance at focal differences
well suited for near field AR applications.
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1 INTRODUCTION

Optical See-Through (OST) Head-Mounted Displays (HMDs) have
seen an increase in both popularity and accessibility with the re-
lease of several consumer level options, including Google Glass
and Epson Moverio BT-200, and announced future offerings, such
as Microsoft’s HoloLens, on the horizon. The transparent display
technology used in these HMDs affords a unique experience, allow-
ing the user to view on-screen computer generated (CG) content
while maintaining a direct view of their environment, a property
extremely well suited for augmented reality (AR) systems. Un-
fortunately, the current generation of consumer-level OST HMDs
are only capable of presenting CG content at a single fixed focal
distance. This inherent limitation becomes problematic as the user
attempts to simultaneously view the world and CG objects together,
inducing focal rivalry as the eye’s optical system must continuously
adjust to accommodate both the real and virtual items.

Figure 1 (a) and (b) illustrate an OST AR system in which a user
concurrently observes real and CG images at disparate distances.
As the eye’s accommodation changes to match the focal distance of
the real image, Figure 1 (c), the on-screen image appears blurred,
Figure 1 (d). Naturally, the amount of blur perceived is directly re-
lated to accommodative ability, which varies from person to person
and undergoes further changes with age. The majority of individ-
uals experience steady decline in accommodative ability between
child and adulthood [8], with more rapid decreases beginning to
onset between 40–50, and general loss of sensitivity to focal dif-
ferences occurring beyond 60 years of age. In order to effectively
address such a wide variance in focal ability across users, flexible
corrective measures, adaptable to specific user needs, are required.

Prior studies have proposed techniques for directly improving
the distortion effects caused by the optical combiners within OST
HMDs [16]. However, optical distortion from device specific com-
ponents only contributes a constant error. Other prior work has ap-
plied image filtering and masking algorithms to video see-through
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1 INTRODUCTION

Optical see-through (OST) augmented reality (AR) systems allow the
overlay of visual information onto a user’s view of the real world. The
primary benefit of these systems, specifically in conjunction with head
mounted display (HMD) hardware, is the ability of the user to maintain
a view of the real environment from the perspective of their own eyes.
This is in contrast to video see-through (VST) AR systems, in which
users view the environment from the perspective of a camera. Al-
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lowing a continuous hands-free view of the environment also lessens
safety concerns from visibility loss due to hardware malfunction, as
is the case in military AR usage [20], where constant sight is of the
utmost importance. The utility of both OST and VST AR is further
enhanced when the location of on-screen information is used to pro-
vide additional meaning and context.

In both VST and OST AR, information is fundamentally displayed
in one of two reference frames: Screen Space and World Space. Infor-
mation shown within screen space is statically positioned and does not
appear displayed relative to any particular location or object within
the world. This type of presentation is common in applications fa-
cilitating manufacturing or assembly style tasks where the AR visual
components list instruction sets or other environment independent in-
formation [4]. On-screen items rendered within world space appear
to have a 3D position within the environment and are registered, dis-
played relative, to fixed locations or objects. This display method re-
quires sufficiently accurate registration between on-screen geometry
and the visible environment in order to be effective [19]. Achieving an
adequate level of world space registration accuracy requires the effec-
tual employment of calibration mechanisms.

The goal of OST HMD calibration is to model the virtual camera
projection matrix, used to render virtual geometry, such that it closely
matches the real viewing frustum created by the user’s eye and the
display optics. Unlike VST AR, where computer vision techniques
are used to correct registration [10, 16, 17], calibration of OST AR is
not straightforward. VST techniques are difficult or impossible to use
for correction in OST displays since the “camera” in these systems is
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