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Figure 1: "Spot the difference!” While traditional Augmented Reality Magic Mirrors (a) naturally reverse left and right, a non-reversing Magic
Mirror (b) reveals the true digital mirror image to its observer. Aspiring medical professionals are not used to seeing mirrored anatomy. Left and
right are always defined with respect to the patients point of view. Therefore, we study the perceptual benefits of a non-reversing Magic Mirror for
the purpose of anatomy learning. In the above Figure, the participant decides whether the superimposed virtual stomach is located anatomically
correct or not by means of a presenter device held in his left hand. In the reversing Magic Mirror design (a), left and right are reversed and the
digital mirror image shown on the TV screen is holding the presenter in the right hand. For the non-reversing Magic Mirror case (b), the presenter

is shown in the left hand of the digital mirror image.

ABSTRACT

Left-right confusion occurs across the entire population and refers
to an impeded ability to distinguish between left and right. In
medicine this phenomenon is particularly relevant as left and right
are always defined with respect to the patient’s point of view, i.e.
the doctor’s right is the patient’s left. Traditional anatomy learning
resources such as illustrations in textbooks naturally consider this
by consistently depicting the anatomy of a patient as seen by an ob-
server standing in front. Augmented Reality Magic Mirrors (MM)
are one example of novel anatomy teaching resources and show a
user’s digital mirror image augmented with virtual anatomy on a
large display. As left and right appear to be reversed in such MM
setups, similar to real-world physical mirrors, intriguing perceptual
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questions arise: is a non-reversing MM (NRMM) the more natu-
ral choice for the task of anatomy learning and do users even learn
anatomy the wrong way with a traditional, reversing MM (RMM)?
In this paper, we explore the perceptual differences between an
NRMM and RMM design and present the first empirical study
comparing these two concepts for the purpose of anatomy learn-
ing. Experimental results demonstrate that medical students per-
form significantly better at identifying anatomically correct place-
ment of virtual organs in an NRMM. However, interaction was sig-
nificantly more difficult compared to an RMM. We explore the un-
derlying psychological effects and discuss the implications of using
an NRMM on user perception, knowledge transfer, and interaction.
This study is relevant for the design of future MM systems in the
medical domain and lessons-learned can be transferred to other ap-
plication domains.

Index Terms: H.5.1 [Information Interfaces and Presentation]:
Multimedia Information Systems—Aurtificial, augmented, and vir-
tual realities; H.5.2 [Information Interfaces and Presentation]: User
Interfaces—FErgonomics;

1 INTRODUCTION

”No, I mean the other left...”. For the majority of people, it is sec-
ond nature to correctly discriminate between left and right. How-
ever, a substantial amount of the population is not blessed with this



presumably innate skill [41, 48, 55]. Multiple neuro-psychological
factors including visuospatial processing, memory, and sensory in-
formation [41] as well as hemispheric asymmetry of the brain [24]
appear to be involved in the discrimination process. While left-
right confusion predominantly has negligible impact on our daily
lives such as a delayed arrival after taking wrong turns with a
car, laterality errors in the medical domain have the potential to
cause patient’s harm and lead to disastrous outcomes, e.g. in case
of wrong-sited interventions or wrong-sided diagnosis and therapy
[38, 40, 46]. One particular factor contributing to left-right confu-
sion in medicine is that left and right are always defined with respect
to the patient’s point of view, such that the doctor’s right is the pa-
tient’s left. Whether studying from anatomy textbooks, conducting
a patient examination, or executing a surgery, medical profession-
als always perform a mental rotation by exchanging their own left
and right with the patient’s left and right. Gormley et al. studied
the left-right discrimination ability of medical students and mea-
sured the greatest difficulty among female students and those stu-
dents aiming to become general practitioners or psychiatrists [19].
Other studies by Thomas et al. and McKinley et al. found that
left-right confusion was higher in cases of additional mental rota-
tion [51] and various forms of distraction [37]. All of these studies
argue that medical professionals should be trained to be aware of
left-right confusion from undergraduate education level.

With the recent advances in Mixed Reality (MR), novel systems
have been developed for the purpose of complementing existing
anatomy learning resources. One category of such systems are Aug-
mented Reality (AR) anatomy Magic Mirrors (MM), which mimic
real-world physical mirrors by superimposing virtual information
about the anatomy on top of the user’s digital mirror image on a
large display. However, due to the employed mirror paradigm, such
anatomy MM systems present an unfamiliar view to their users: a
virtually augmented gallbladder for example, located on the right
side of the human abdomen, is displayed by a MM on the left
side of a user’s digital mirror image. In images produced by a
non-reversing mirror, this apparent reversal does not occur: a non-
reversing MM (NRMM) would thus display the gallbladder from
our previous example more intuitively on the right side of a user’s
digital mirror image, cf. Figure 1.

In this paper, we explore the use of a NRMM setup in the context
of anatomy learning and study whether such a design yields percep-
tual benefits over a traditional reversing Magic Mirror (RMM). To
the best of our knowledge, no NRMM anatomy learning system has
been published before. Based on a previously proposed preliminary
pilot study [7], we conducted a user study during which we asked
medical students to identify correct and incorrect placement of vir-
tually augmented organs both for an RMM and NRMM condition.
Participants achieved significantly higher percentages of correct an-
swers for the NRMM conditions. Interestingly, we also found sig-
nificant performance differences depending on the seniority level of
students. By implicitly introducing participants to both MM con-
cepts by means of an interaction game instead of a visual and verbal
explanation as done during our pilot study [7], we avoided misun-
derstanding amongst participants which resulted in higher correct
organ identification rates. Interaction in NRMM environments re-
mains a challenge as participants were not able to achieve compara-
ble results for the NRMM design during a simple interaction game.
Through our experiment, we gained novel insights into how per-
ception in NRMM systems differs compared to RMM designs and
which underlying psychological effects could have impacted those.

In section 2, we provide an overview about related work in the
fields of general and MR anatomy learning, interactive AR mirrors,
and general mirror perception. Section 3 contains a description of
our user study, followed by the results (section 4) and a discussion
(section 5). Section 6 summarizes the findings of our study and
discussed future work.

2 RELATED WORK
2.1 Anatomy Learning

For aspiring medical professionals, gross anatomy courses are the
foundation of a solid undergraduate education. Anatomy is still
considered to be medicine’s most relevant basic discipline during
daily clinical activity by both medical students and specialists [1].
Though traditional teaching resources such as anatomy lectures,
physical organ models, and text-books are still an integral part of to-
day’s curricula, major technological advances in recent years have
opened up the door for novel teaching paradigms, even starting to
partially replace the established ones. Virtual dissections instead of
cadaver ones are just one example of this. Singh and Kharb have
described this paradigm shift by moving from passive and teacher-
centered to active and student-centered education [47]. Despite on-
going debates about best practices for anatomical knowledge deliv-
ery, a recent review by Estai and Bunt calls for the development, in-
tegration, and evaluation of multimodal teaching resources, which
complement each other to yield the best possible learning experi-
ence for students [16]. Animated anatomy videos [2] as well as
web-based learning platforms such as Zygote! present valuable on-
line resources for this purpose. Such pre-generated content sys-
tems require their users to mentally map the anatomy onto their
own body, which can be challenging for inherently dynamic pro-
cesses such as muscular activity. Many systems using Virtual Re-
ality (VR) for medical education have been proposed and proven
helpful [12, 14, 17, 26, 33]. Recently, VR avatars as virtual pa-
tients and virtual therapists have been a topic of intense research
for physical rehabilitation and anatomy education [8, 29, 52]. How-
ever, these systems suffer from the same mental mapping issue and
reduced user-centrality. Therefore, more successful approaches use
AR instead of VR specifically in motor rehabilitation and patient
satisfaction [25]. Especially anatomy MM systems, as proposed
previously by Ma et al. [34, 35] or Bauer et al. [3] overcome
the VR-related limitations by directly mirroring the movements of
users in real-time.

2.2 Interactive AR Mirrors

MM systems have been widely used in fashion apparel simulations
and virtual clothing. Kim and Cheeyoung [30] presented a fash-
ion coordination prototype that combined user recognition and the
augmentation of face styles, make-up, glasses and dress fitting sim-
ulations in a mirror-like image representations. For cosmetics and
grooming, the Smart Makeup Mirror system [28] was introduced by
Iwabuchi and Siio to facilitate and support wearing make up in form
of a virtual dressing table. Two other examples were published by
Rahman et al. in form of a prototype assisting in the selection of
cosmetic products [43], and by Chu et al. who presented an ad-
vanced MM jewelry shopping tool [10]. Another application area
for MM’s are intelligent fitting rooms [57], superimposing virtual
garments onto the user, e.g. shirts [23] or virtual shoes [15]. Among
all reported cosmetic and clothing Magic Mirrors, only the Smart
Makeup Mirror system [28] implemented both a traditional Magic
Mirror and a non-reversing one as two distinct views of the user.
They stated that professional makeup artists always recommend to
validate a person’s appearance from the viewpoint of another per-
son standing in front using a non-reversing mirror. Another group
of AR interactive mirrors are built using semi-transparent displays.
Saakes et al. introduced Mirror Mirror, a systems for collabora-
tively designing fashion items using spatial augmented reality [45].
Similar systems have been proposed for midair gestures [42] and
combined interaction spaces [36].
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2.3 Mirrors: Perceptual Issues

According to Bertamini, mirrors are a window into a completely
virtual world [4]. Everything we see inside a mirror is completely
virtual, which in a sense makes a mirror the perfect VR system. Our
brain is tricked into thinking that people or objects we see inside a
mirror physically exist. But even though we gaze into mirrors mul-
tiple times a day, most of us do not have an in-depth understanding
of what exactly happens on the surface of a mirror, a phenomenon
known as illusion of explanatory depth [31, 44]. Research con-
firmed that this phenomenon holds true for mirrors as well. People
were unable to judge the size of their mirror image’s face [5] and
the moment their mirror image appears when approaching a cov-
ered mirror from the side [32]. Especially the question about why
mirrors reverse left and right, but not up and down? has been a
controversial topic for decades [13, 20, 49, 50]. In mathematical
terms, mirrors reverse across the axis perpendicular to their sur-
face, such that front and back are reversed, similar to a glove being
turned inside out. However, Ittelson et al. showed that the reversal
is perceived across the axis of greatest perceived symmetry [27].
Due to the bilateral symmetry of the human body, this axis co-
incided with the left-right axis. People tend to believe that their
mirror image is formed by a rotation around the vertical (up-down)
axis, i.e. by walking around the mirror to become the virtual self
[4, 6]. This, however, resembles exactly the image produced by a
non-reversing mirror. In non-reversing mirrors, lifting your right
hand corresponds to your mirror image also lifting the right hand.
Such non-reversing mirrors can be built physically by placing two
mirrors perpendicular to each other to form two sides of an equilat-
eral triangle [53], or digitally in an AR application by rearranging
the columns of a digital camera image from left to right.

3 USER STUuDY

To investigate the potential of an NRMM system and the perceptual
benefits such a design could provide over a traditional RMM, we
implemented both of these visualizations in an AR anatomy learn-
ing demo application, enabling the augmentation of 3-dimensional
organ models on top of the user standing in front of the system.
We designed a user study to compare the performance of medi-
cal students in identifying correct placement of virtual anatomical
structures in these two setups. Following a number of pre-tests,
participants were introduced to both the NRMM and RMM design
by means of a simple interaction game. During the main part of
our user study, five different virtual organs were augmented on top
of the participants’ bodies for both the NRMM and RMM visual-
izations on either the anatomically correct or opposite side of their
mirror images, see Figure 2.

3.1 Experimental Platform

In accordance with all of the previously mentioned AR MM sys-
tems, the hardware components of our anatomy teaching applica-
tion are a video camera and a large, 60 inch display device. For the
former, we chose the Microsoft Kinect v2 sensor which combines
both an RGB and a depth camera in a single housing. The Kinect
was mounted on top of the display device at a height of two me-
ters facing downwards. We positioned participants 150 cm away
from the display device during the entire time of the user study. For
the purpose of augmenting virtual organs on top of the user’s dig-
ital mirror image, we employed the Kinect skeleton tracking API.
During the experiments, participants were asked to decide whether
these organs are displayed on the anatomically correct side of the
body or not. This decision process was controlled by means of two
buttons on a Logitech R400 presenter. A third button on the bottom
was programmed to switch to the next condition during the exper-
iments, such that the entire experimental procedure was controlled
by the participant.

Figure 2: Image sections of screenshots depicting the five different
organs virtually augmented during the NRMM vs. RMM organ iden-
tification study. From top to bottom, left to right: liver, gallbladder,
colon, pancreas, and stomach. The participant held the presenter in
his right hand standing in front of the system. As the presenter is
in the left hand of the mirror image, all views illustrate anatomically
correct RMM overlays.

3.2 Participants

We recruited twenty-five medical students to participate in the user
study. A pre-test was used to assess whether they had sufficient
anatomy knowledge, see section 3.3.1. Five participants did not
manage to pass the test, which resulted in their exclusion from the
user study, leaving a total of twenty participants (10M, 10F). We
considered half of the participants as juniors and the other half as
seniors, with the criterion whether or not they had passed their writ-
ten preliminary medical exam. The mean age of participants was
26.4£3.1 years and all participants were right-handed.

3.3 Task & Procedure

Our user study consisted of three distinct parts: i) three paper-
based pre-tests, ii) interaction game, and iii) the main part of the
experiment, the RMM vs. NRMM organ identification study. An
overview about all of them is depicted in Figure 3.

3.3.1 Pre-test I: Anatomy Knowledge

During the first pre-test, we asked participants to outline the loca-
tion of five different organs in an illustration of a frontal view of
a patient. The organs of interest corresponded to the ones virtu-
ally augmented during the main part of our experiment, namely the
liver, gallbladder, colon, pancreas, and stomach. All of these or-
gans have a distinct laterality inside the human body. Only those
participants who were able to correctly outline all five organs were
considered for the rest of our experiment.

3.3.2 Pre-test Il: Mental Rotation

A second pre-test was used to assess the mental rotation ability of
participants. For this task, we presented participants with a total of
10 pairs of 3-dimensional Shepard and Metzler-like block stimuli
images proposed by Ganis and Kievit [18]. Each stimuli consisted
of 7 to 11 cubes composed of 4 different arms including computer-
generated shading and foreshortening depth cues. An example of
block-stimuli is shown in Figure 3 a). Participants had to decide in
one minute of time, whether the 10 pairs of block-stimuli were the
same or mirror images of each other, with the second shape rotated
by either 0°, 50°, 100°, or 150° with respect to the first shape.
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Figure 3: Overview of the three steps of the user study: a) Depiction of all three paper-based pre-tests. Upper left: anatomy knowledge pre-test.
All five different organs with distinct laterality had to be outlined correctly to ensure sufficient anatomy knowledge (liver (red), stomach (yellow),
pancreas (white), gallbladder (green), and appendix (orange)); Bottom: exemplary block stimuli used during the mental rotation pre-test; Upper
right: hand stimuli with distinct pointing for left-right discrimination pre-test. b) Participant during interaction game. The dominant hand is tracked
and marked with a non-solid green circle. Virtual green circles falling from the top have to be caught, while red ones should be avoided. In this
case, the participant’s dominant hand is the right hand. As the mirror image is also lifting the right hand, a NRMM condition is depicted in this
Figure. ¢) Comparison of the four different conditions during the RMM vs. NRMM organ identification study. Upper left) NRMM-NF; Upper right)
NRMM-F; Bottom left) RMM-NF; Bottom right) RMM-F. The participant is lifting the right hand and chooses by means of a pointer device whether
the presented augmentation is anatomically correct, which is the case for the two non-flipped (NF) conditions in the left column. To depict the
difference between NRMM and RMM conditions, the former are surrounded by a window frame, as an NRMM can be thought of as a see-through
window. RMM conditions are surrounded using a mirror frame. Note: these surrounding frames were not shown to participants during the user

study.

3.3.3 Pre-test lll: Left-Right Discrimination

With our third and last pretest, we compared the left-right discrimi-
nation ability of participants. Similar to a study presented by Brandt
and Mackavay [9], stimuli of left and right hands were shown dur-
ing the procedure [11]. In the first part of this pretest, we used a
5 x 5 grid of hands with the index finger always pointing either up
or down. Participants were asked to read out loud in which direc-
tion the corresponding hands point as accurately and fast as pos-
sible. For the second part, an identical task had to be performed,
this time with all hands pointing either to the left or right side. The
difference between these two measured task-completion-times was
used as a metric for participants left-right discrimination ability.

3.3.4 Interaction game

In order to make participants familiar with both the RMM and
NRMM design used during the main part of the user study and
to compare interaction performance for both conditions, we devel-
oped a simple AR interaction game. Green and red colored circles
were augmented on top of the RGB video stream of the Kinect V2,
falling from top to bottom. Another green circle was displayed at
the screen coordinates of the user’s dominant hand. The task was
to catch all green circles and to avoid the red ones. The maxi-
mum number of green circles was 20. Two parameters were varied
during the experiment: Time-to-next-circle decreased after every
5 green circles by 0.5s, starting from 3.0s. Similarly, the time it
took for circles to fall down was decreased by the same amount af-
ter every 5 green circles, starting from 3.5s. We recorded both the
number of green and red circles caught. The experiment was run in
two passes: in the first pass, participants executed the experiment
for a regular RMM visualization. Subsequently, we switched to an
NRMM design and the task was repeated. Figure 3 b shows an im-
age section of a screenshot during the interaction game. Following
this experiment, participants knew the difference between an RMM
and NRMM design, which were subject to investigation during the
following organ identification study.

3.3.5 RMM vs. NRMM organ identification study

During the last and most important part of our user study, we inves-
tigated the ability of participants to identify correct placement of
virtually augmented organs for both an RMM and NRMM setup.
During the course of the experiment, five virtual organs (/iver,
gallbladder, colon, pancreas, and stomach) were augmented indi-
vidually onto the participant’s digital mirror image, either on the
anatomically correct side of the body or on the opposite side. Thus,
four different conditions were traversed:

NRMM-NF: Non-Reversing MM, Organ Non-Flipped
NRMM-F: Non-Reversing MM, Organ Flipped
RMM-NF: Reversing MM, Organ Non-Flipped

RMM-F: Reversing MM, Organ Flipped

The two conditions for which the virtual organ was not flipped cor-
responded to the anatomically correct placements. An AR view of
all four different conditions is shown in Figure 3 c. After each time
participants provided an answer for a certain condition by means of
the hand held presenter, we displayed a black screen and the partic-
ipant was asked to continue with the next condition by pressing an-
other button on the presenter. Only after this, the camera image be-
came visible again. This design choice was made in order to avoid
too obvious switches between the NRMM and RMM conditions.
We asked participants to provide an answer as quickly as possible,
while prioritizing correct answers at the same time. By not pro-
viding the participants with prior training sessions and any perfor-
mance feedback, we eliminate training effects from our study. The
main goal of this part of the user study was to investigate whether
an NRMM provides perceptual benefits over the traditional RMM
design and whether these in return yield an increased overall rate of
correct answers.



3.4 Design

There were three independent variables for the organ identification
part of our experiment. The type of virtual organ augmented onto
the participant’s digital mirror image had five levels, correspond-
ing to the five aforementioned organs of interest shown in Figure 2.
Organs could be either displayed on the anatomically correct side
of the body (not flipped) or one the opposite one (flipped). The
third independent variable signaled which MM design was used:
either a traditional RMM or an NRMM. Consequently, our experi-
ment had a 5 x 2 x 2 within-subjects design. We employed a bal-
anced Latin square matrix for randomizing these conditions across
the study participants [54].

3.5 Hypotheses

We formulated five hypotheses prior to designing the user study.
Those were subject to an extensive statistical evaluation:

H 1. The overall percentage of correctly identified virtual or-
gans is higher for the NRMM conditions in comparison to
the regular RMM conditions.

H 2. The average decision time (in seconds) is smaller for the
NRMM conditions compared to the RMM conditions.

H 3. The percentage of correctly identified virtual organs for
the RMM conditions is higher for less experienced partic-
ipants.

H 4. Participants with higher mental rotation or left-right dis-
crimination ability perform better for the RMM conditions.

H 5. During the interaction game, the total amount of errors
(missed green circles, hit red circles) is significantly higher
for the NRMM compared to the RMM.

Furthermore, we expect the vast majority of participants to quali-
tatively prefer the NRMM conditions and to quickly establish the
link between these views and the familiar patient examination and
textbook view.

4 RESULTS

In this section, we present a detailed analysis of the results obtained
from our user study. Table 1 summarizes the findings for the or-
gan identification study. Overall, participants achieved higher per-
centages of correct answers for the NRMM conditions compared
to both RMM conditions , see Figure 4. Combining both NRMM
and RMM conditions yielded a significant difference in achieved
percentage of correct answers (Fj 73 = 10.8, p < 0.01, n%=0.12).

Similar to the approach pursued in our preliminary pilot study
[7], we examined whether the seniority level of participants affects
the percentage of correctly identified organs during the experiment.
We split all participants into two groups: To the first group, here-
after referred to as the junior group, we assigned those medical
students who did not yet take the medical preliminary examina-
tion. Consequently, all other medical students formed the senior
group. The two groups were balanced and both contained 10 partic-
ipants. For correct answer percentages, we observed an interesting
difference among juniors and seniors. Juniors performed signifi-
cantly better for the RMM conditions than seniors (F} 33 = 8.67, p
<0.01,n% =0.19), cf. Figure 4.

Participants were slightly faster in the two NRMM conditions
compared to the RMM conditions. Table 1 shows the mean deci-
sion times for all four conditions. As there was substantial vari-
ation in the observations across participants, the difference was
not statistically significant as revealed in an analysis of variances
(F1’7g = 1.37,ns).
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Figure 4: Combined results for organ identification experiment. Par-
ticipants were asked to identify correct placement of virtual organs
in four different MM views displayed on the x-axis. Junior medical
students performed significantly better for the RMM conditions com-
pared to the group of experienced medical students. Combined re-
sults for both NRMM and RMM conditions are shown on the right.

Comparing the percentage of correct answers for each of the five
different organs among all participants revealed the following re-
sults: in the NRMM conditions, all five organs had comparably
high identification results (liver 100.0%, colon 95%, gallbladder
92.5%, pancreas 92.5%, and stomach 90.0%). Overall, results for
the RMM conditions were worse: the stomach was detected cor-
rectly in only 60.0% of the cases, followed by the pancreas (82.5%),
liver (87.5%), colon (90.0%), and gallbladder (90.0%).

For evaluating the results of our interaction game, we defined
the total error count in both conditions as the sum of missed green
circles and hit red circles. For the RMM case, we measured a mean
error of 1.7+ 1.26 compared to 5.0 £1.59 for the NRMM case.
These differences were statistically significant at the p < 0.01 level,
(Fi 33 = 52.92, p < 0.001,1% = 0.58).

For the two paper-based pre-tests, we measured a mean percent-
age of correct answers for the mental rotation test of 85.0£11.47 %,
and an average time difference between up-down and left-right
discrimination of 4.36 +2.05s. Correlations between these pre-
test data and the participants’ performance during the interaction
game and organ identification study were calculated using Spear-
mans rank correlation coefficient. Pearsons correlation is sensi-
tive to outliers as well as skewness, hence we used nonparamet-
ric metrics to report correlations. A moderate correlation was ob-
served for mental rotation (MR) score and left-right discrimina-
tion (LRD) score, with the latter defined as the time difference
between up-down and left-right discrimination tasks, see section
3.3.3, (rs = —0.46,n = 20, p < .05). Secondly, we found a mod-
erate correlation between LRD score and RMM error count dur-
ing the interaction game (ry = 0.56,n = 20, p < .05). However,
this was not the case for LRD score and the NRMM error count
(rs = 0.39,n = 20,ns). MR score was not strongly correlated to
error counts during the interaction game. However, it was slightly
related to the total number of mistakes during the organ identifica-
tion experiment (ry = —0.42,n = 20, p = .062, ns).

Post-experiment interviews were conducted with all participants
after the user study. Only two male, junior participants did not ex-
press a preference for either the NRMM or RMM view. They stated
that both are equally well suited for anatomy learning. The other
participants expressed strong preference for the NRMM view, stat-
ing that it is the more natural choice for an anatomy learning AR
system and resembles a more familiar view of the anatomy.



Table 1: Comparison of the average correct answers and decision times among all 20 participants during the organ identification study for the
four individual conditions as well as combined NRMM and RMM conditions. The NRMM conditions provide a higher overall average of correct
answers with slightly lower decision times compared to the RMM conditions.

Conditions Correct Answers Decision Times
Mean u SD o Mean SD o
(NRMM-NF) Non-Reversing Magic Mirror, Organs Not Flipped 98.00% 6.16% 5.06 s 278 s
(NRMM-F) Non-Reversing Magic Mirror, Organs Flipped 90.00% 10.26% 4.59 s 1.82s
(RMM-NF) Reversing Magic Mirror, Organs Not Flipped 85.00% 15.73% 532s 353s
(RMM-F) Reversing Magic Mirror, Organs Flipped 79.00% 25.53% 597s 397s
(NRMM) Non-Reversing Magic Mirror Combined 94.00% 5.99% 4.83s 217 s
(RMM) Reversing Magic Mirror Combined 82.00% 18.24% 5.64 s 3.62s

5 DiscussION

This is the first study which compares a traditional reversing mir-
ror design as generally employed in MM applications to a non-
reversing mirror in the context of AR anatomy learning. We in-
vestigated the potential such a design has on the learning ability
of medical students, underlying psychological effects, and possible
implications on user perception and interaction.

During our user study we found that participants in general iden-
tified correct organ locations significantly better in NRMM condi-
tions compared to RMM conditions, which confirms our hypothesis
H1. As expected, participants scored significantly better during the
interaction game in the RMM condition, which confirms hypothe-
sis HS. These results demonstrate the potential application of the
NRMM paradigm for an AR anatomy teaching system, however
user interaction with NRMM systems still remains a challenge.

We also defined hypothesis H3 based on the results of our pre-
liminary pilot study [7], where we found significant differences
in RMM performance between junior and senior medical students.
The results of this user study verify our previous observations. In
fact, senior students more often provide incorrect answers in RMM
conditions than junior students, which confirms hypothesis H3. A
possible explanation to this is the mere-exposure effect [56, 39], a
psychological phenomenon by which a person develops a strong
preference for a certain stimulus through continuous exposure as
seen in anatomy learning from textbooks. More experienced med-
ical students have been exposed continuously to the concept of ex-
changing their own left and right with the patient’s left and right, ei-
ther from textbook illustrations, patient examinations, or even sur-
gical interventions. However, as junior students achieved compa-
rable percentages of correct answers for both NRMM and RMM
conditions, is it intriguing to discuss which long-term effects RMM
anatomy learning has. One possible outcome is improved left-
right discrimination ability due to the continuous exposure to both
NRMM and RMM views. However, the exact opposite could also
hold true, as medical students could be confused by seeing non-
corresponding views in different learning resources (i.e. textbook
vs. RMM). An RMM could even introduce the risk of learning in-
correct anatomy. Before such systems should be integrated into the
medical curriculum, the risk for such negative outcomes should be
eliminated.

Decision times between the conditions were not significantly dif-
ferent, which rejects our hypothesis H2. We observed that most
participants first tried to understand if an RMM or NRMM condi-
tion is currently displayed, for example by raising their hands or

touching their bodies, and only then continued to reason about the
correctness of the augmented organs, which could explain the high
variance in the measured decision times.

Although we found moderate correlations between the partici-
pants’ mental rotation and left-right discrimination scores, we did
not find significant correlations between these pre-tests and the re-
sults of our main study. Therefore, we did not have enough ev-
idence to support our hypothesis H4. However, the weak, non-
significant correlation between mental rotation score and overall
error count during the organ identification study should be subject
to further investigation.

Another interesting perceptual difference between RMM and
NRMM designs is user perception. One senior, female partici-
pant mentioned that she imagined her digital mirror image for the
NRMM conditions to be decoupled from herself. Instead, she imag-
ined it to be a patient standing in front of her. A user-centric, per-
sonalized AR overlay is specific to RMM systems. Therefore, it
would be interesting to study in future work whether or not users
of an NRMM system perceive their digital mirror image as them-
selves, or as decoupled. Furthermore, the same aspects would be
interesting to study in case of a third person observer, e.g. in col-
laborative anatomy learning sessions.

In future work, we would like to further investigate the potential
and risks of NRMM systems for anatomy learning. While NRMM
systems seem to be better suited for such tasks it remains unclear
how users should interact with them. Users naturally have great
difficulty to interact in reversed coordinate frames [22, 21]. One
possible approach is to decouple the interaction from the displayed
image, for example by displaying a cursor that is controlled as if
the system would operate as in RMM mode. This will create a dis-
crepancy between the displayed image of users on the screen and
the cursor, however it could allow for efficient user input. Another
option would be to switch between NRMM and RMM modes de-
pending on the current task. During interaction, for example the
selection of the currently displayed body system, the system would
operate in RMM mode and once the system is displayed, it would
then switch into NRMM mode. Lastly, we also want to evaluate pic-
ture in picture visualization which shows both modes at the same
time.

6 CONCLUSIONS

In this paper, we have explored the potential of non-reversing Magic
Mirror (NRMM) systems in the context of anatomy learning and
discussed perceptual benefits such a design could provide over tra-



ditional reversing Magic Mirror (RMM) systems. While the latter
present a digital mirror image comparable to the one produced by
areal-world physical mirror, an NRMM shows the true digital mir-
ror image of a person standing in front of the system, such that
left and right are not reversed. We conducted a user study com-
paring both visualizations to each other. Medical students achieved
significantly better results for the task of identifying anatomically
correct placement of virtual organs in an NRMM. This coincided
with participants’ qualitative opinions, who found that the NRMM
visualization is a more natural fit for the context of AR anatomy
learning. However, several perceptual challenges remain to be
solved in NRMM environments including interaction and user per-
ception. Developers of AR MM systems should consider the intent
of their application and the type of expected users before deciding
on the type of mirror visualization for their system. Previously ac-
quired domain knowledge and lateral importance, as in the case of
anatomy learning, as well as the mere-exposure effect, can make an
NRMM design the better choice for screen-based AR applications.
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